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ABSTRACT. Let S be a semitopological semigroup. The wap— compact-
ification of semigroup S, is a compact semitopological semigroup with
certain universal properties relative to the original semigroup, and the
Lmc— compactification of semigroup S is a universal semigroup com-
pactification of S, which are denoted by S¥ and ST™¢ respectively.
In this paper, an internal construction of the wap—compactification of a
semitopological semigroup is constructed as a space of z—filters. Also we
obtain the cardinality of S and show that if S"*P is the one point

compactification then (SL™¢ — §) x SL¢ is dense in ST™° — S.
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1. INTRODUCTION

A semigroup S which is also a Hausdorff topological space is called a semi-
topological semigroup, if for each s € S, Ay : S — S and ry : S — S are
continuous, where for each z € S, A\;(x) = sz and ry(x) = xs. Notice that if
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just rg, for each s € S, is continuous, S is called a right topological semigroup.
Throughout this paper S is a semitopological semigroup. Generally, the Stone-
Cech compactification 35 of space S is defined in two approaches:

i) as the spectrum of CB(S), the C*—algebra of bounded complex valued con-
tinuous functions on S,(see [2]), or

ii) the collection of all z-ultrafilters on S, (see [5]).

Generally 55 is not a semigroup. A necessary and sufficient condition for 55
to be a semigroup naturally is that CB(.S) should be an m—admissible algebra.
If S is realized as a discrete semigroup, then CB(S) will be an m—admissible
algebra and as a result, 55 will be a semigroup. This semigroup, as the col-
lection of all ultrafilters on S, has a known operation attributed to Glazer.
Capability and competence of ultrafilter approach are illustrated clearly in [4],
[5], [7] and [14]. It is well known that ultrafilters play a prominent role in
the Stone-Clech compactification of discrete semigroups, see [3], [7] and [14],
and as an application of filters in the Logic see [8]. It is natural to study the
semigroup compactification of a semitopological semigroup as a collection of
z-filters, see [12] for more details. By getting help from what has been done
in [12], some scientists have been tried to introduce some new subjects about
semigroup compactification through z-filters, that was not applicable without
these objects until now. See [9],[11] and [13].

This paper by getting ideas from what filters do in the Stone-Cech compact-

ification, has been prepared. Indeed, ideas are taken from [3] and it has been
used in [10].
In Section 1, the semigroup compactification has been introduced briefly and
m-admissible subalgebras of Lme(S) and wap(S) have been explained, then
semigroup compactification is rebuilt as a collection of z-filters, and some The-
orems and Definitions of [10] are presented.

In Section 2, regarding to [10], the wap-compactification as a quotient space
of the Lmec- compactification is described, and we obtain the cardinal of the
wap-compactification under some conditions and present some examples in this
area.

2. PRELIMINARY

A semigroup compactification of S is a pair (¢, X), where X is a com-
pact, Hausdorff, right topological semigroup and ¥ : S — X is continu-
ous homomorphism with dense image such that for all s € S, the mapping
x +— YP(s)zr : X — X is continuous. The last property say that ¥[S] is in
the topological center of X [2, Definition 3.1.1]. Let F be a C*-subalgebra
of CB(S) containing the constant functions. Then the set of all multiplica-
tive means of F, called the spectrum of F, denoted by S7, equipped with the
Gelfand topology, is a compact Hausdorff topological space. Given F is left
translation invariant if Lyf = foAs € F for all s € S and f € F. Then F
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is called m-admissible too if the function s — (7, f(s)) = pu(Lsf) is in F for
all f € Fand u € S7. If so, S7 under the multiplication puv = po T, for
u,v € S*, equipped with the Gelfand topology, makes semigroup compactifi-
cation (g,5%) of S, called the F-compactification, where ¢ : S — S7 is the
evaluation mapping. Also ¢* : C(S7) — F is an isometric isomorphism and
f= (e)7L(f) € C(S7) for f € F is given by f(u) = u(f) for all 4 € S7. For
more details see [2, Section 2].

A function f € CB(S) is left multiplicative continuous if and only if T, f €
CB(S) for all € 3S = SBS) | then

Lme(S) = (T, (CB(S)) : u € BS},

and Lmc(S) is the largest m-admissible subalgebra of CB(S). Then (S¥™¢ ¢)
is the universal compactification of S, see [2, Definition 4.5.1 and Theorem
45.2].

A function f € CB(S) is said to be weakly almost periodic if Rgf = {fors:
s € S} is relatively compact (i.e., o(CB(S),CB(S)*)) in CB(S). The set of all
weakly almost periodic functions on S is denoted by wap(S),( see 4.2.1 in [2].)

Theorem 2.1. Let S be a semitopological semigroup and f € CB(S). The
following statements are equivalent:

(i) f € wap(3).

(43) Uimum—ooliMn oo f (Smitn) = limpooliMm— oo f(Smin) whenever {s,} and
{tn} are sequences in S such that all the limits exist.

Proof. See Theorem 4.2.3 in [2]. O

Theorem 2.2. Let S be a semitoplogical semigroup. There is a compact semi-
group SY and a continuous homomorphism ¢ : S — S™ such that

1) SYP 4s a semitoplogical semigroup,

i1) €(S) is dense in SVP,

i11) the pair (S™P ¢) is mazximal with respect to these properties in the sense
that ¢ is a continuous homomorphism from S to a compact semigroup T, and
(T, ¢) satisfies (i) and (ii) with ¢ replacing e and T replacing S*P, then there
is a continuous homomorphism n from S™P onto T such that noe = ¢. More-
over, a function f € CB(S) extends to S* if and only if [ is weak almost
periodic.

Proof. See Theorem 2.5 in [3]. O

M. Amini and A. R. Medghalchi have shown that the spectrum of the
Fourier-Stieltjes algebra B(S) is a compact semitopological semigroup when
S is a unital foundation topological *-semigroup whose representations sep-
arate points of S, see [1]. In fact, the spectrum of B(S) is a factor of the
wap-compactification of S. For the definition of factor see [2].
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Lemma 2.3. (i) Let S be a semitopological semigroup, and let f,g € wap(S)
be such that Range(f) C R and Range(g) C R. Define h by

h(s) = maz{f(s),g(s)}

for each s € S. Then h € wap(S).
(ii) If S is a compact semitopological semigroup, then wap(S) = CB(S).

Proof. See Lemma 2.8 in [3]. O

Now we quote some prerequisite material from [12] for the description of
(SLme &) in terms of z—filters and some Definitions and Theorems of [10] is
explained that we need. For f € Lmce(S), Z(f) = f~1({0}) is called zero set
for all f € Lme(S) and we denote the collection of all zero sets by Z(Lmc(S)).
For an extensive account of ultrafilters, the readers may refer to [4], [5] and [7].

Definition 2.4. A C Z(Lmc(S5)) is called a z—filter in Lme(S) if
()0 ¢ Aand S € A,

(i) if A,B € A, then A(\B € A, and

(iii) if A€ A, B € Z(Lme(S)) and A C B then B € A.

A z—filter is a z—ultrafilter if it is not contained properly in any other
z—filters. The collection of all ultrafilters in Lmc(S) is denoted by zu(S). If
P, q € zu(S), then the following statements hold.

1) If B € Z(Lme(S)) and for all A € p, AN B # () then B € p,

2)if A, B € Z(Lmc(S)) such that AUB € p then A € p or B € p,

3) let p and ¢ be distinct z—ultrafilters, then there exist A € p and B € ¢ such
that AN B = (0.( See Lemma 2.3 in [12]).

For z € S, we define & = {Z(f) : f € Lmc(S), f(z) = 0}. Let Z(h) €
Z(Lme(S)) and Z(h) ¢ Z. Then M = {f € C(S¥™) : f(x) = 0} is a maximal
ideal in C(SL™¢) and so h ¢ M. Thus there exists f € M such that Z(f) N
Z(h) = 0. Thus ZU{Z(h)} has not the finite intersection property, and so Z is
a z—ultrafilter.

The space zu(S) is equipped with a topology that base is {(ﬁ)C A€
Z(Lme(S))}, where A = {p € zu(S) : A € p}, is a compact space which is
not Hausdorff in general. By Lemma 2.7. in [12], for each p € zu(S) there
exists p € ST™¢ such that ﬂAepdT) = {u}, and also for each p € SE™¢ there
exists p € zu(S) such that (4., e(A) = {u}. We say p € zu(S) converges to

pe Stmeif pe M e, e(A).
Now, we define the relation ~ on zu(S) such that p ~ ¢ if and only if

N=@ = N =)

Aep Beqg

It is obvious that ~ is an equivalence relation on zu(S) and [[p]] denotes the
equivalence class of p € zu(S). So for each p € zu(S) there is a unique u € St™¢
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such that
[[p]] = {p € zu(S) : () () = {u}},
Aep

in fact, [[p]] is the collection of all z—ultrafilters in Lmc(S) that converge to
pw e SEme. Let Z“T(S) be the corresponding quotient space with the quotient
map 7 : zu(S) — %(s) For every p € zu(S), define p by p = ()[[p]], put
A={p:Aep}for Ae Z(Lme(S)) and R = {p: p € zu(S)}. It is obvious
that {(A)¢: A € Z(Lme(S))} is a basis for a topology on R, R is a Hausdorff

and compact space and also SE™¢ and R are homeomorphic (see [12]). So we

have R = {A* : u € S¥™¢}, where A* = p and A*®) = 7 for x € S. For all
z,y € S, we define

AF@) 5 AW = (Z(f) € Z(Lme(S)) : Z(Teqy f) € AA@Y.

It has been shown that A*®) x A*W) = A*@Y) for each z,y € S, see [12].
Now, let {z,} and {ys} be two nets in S, such that lim.e(z,) = p and
limpe(yp) = v, for p,v € SL™¢. We define

AP A = limg (limg (AZ®e) x AWa)Y),

This Definition is well-defined and (R, e) is a compact right topological semi-
group, where e : S — R is defined by e[x] = Z. Also the mapping ¢ : S¥™¢ — R
defined by ¢(u) = p, where ﬂAep@ = {u}, is an isomorphism (see [12]).
The operation “” on S extends uniquely to (R,*). Thus (R,e) is a semi-
group compactification of (S,-), that e : S — R is an evaluation map. Also
e[S] is a subset of the topological center of R and clz (e[S]) = R. Hence SL™¢
and R are topologically isomorphic and so S¥™¢ ~ R. For more details see
[12].
A z—filter A on Lmc(S) is called a pure z—filter if for some z-ultrafilter p,
A C p implies that A C p. For a z—filter A C Z(Lmc(S)), we define
(i) A= {p € SL™¢ : There exists a z — ultrafilter p such that A C p},
(ii) A°={A e A: AC (e(A))°}.

Definition 2.5. Let A and B be two z—filters on Lmc(S) and A € Z(Lme(S)).
We say A € A+ B if and only if for each F' € Z(Lmc(S)), Qp(A) C F implies
F € A, where Qp(A) = {z € S: A\ 1(A) € A}

Let A and B be z—filters in Lmc(S) then A+ B is a z—filter, and we define
Ao B=NA+B. So A® B is a pure z—filter generated by A + B.

In this paper, Q denotes rational numbers with natural topology. Also we
replace m with A for simplicity.
Now we describe some Definitions and Theorems of [10] that applied in next
sections.
Definition 2.6. Let T be a subset of pure z—filters in Lmc(S). We say f :

I' — T is a topological choice function if for each £ € T', £ C (f(L£))°.
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Theorem 2.7. Let T be a set of pure z—filters in Lmc(S). Statements (a) and
(a’) are equivalent, statements (b) and (V') are equivalent and statement (c) is
equivalent to the conjunction of statements (a) and (b).

(a) Given any topological choice function f for T, there is a finite subfamily F
of T' such that S = St™me = Ul:e}-(TE))O.

(a') For each p € S¥™¢, there is some L € T such that £ C p.

(b) Given distinct L and KC in T, there exists B € K° such that for every
A€ Z(Lme(S)) if S — (B)° C (A)° then A€ L.

(b') For each p € St™¢, there is at most one L € T such that £ C p.

(¢) There is an equivalence relation R on SY™¢ such that each equivalence class

is closed in S¥™¢ and T' = { N[p|r : p € SL™<}.
Proof. See Theorem 3.2 in [10]. O
Let ' C Z(Lmc(S)) be a set of pure z—filters. We define
A*={LeT:L[A#0}

for each A € Z(Lme(S). Then {(A*)¢ : A € Z(Lme(S))} is a basis for the
topology 7 on I' and 7 is called quotient topology on I' generated by { (4*)¢ :
A € Z(Lmc(S))}. Let R be an equivalence relation on S™¢ and let I' =
{N[p)r : p € SE™e}. Then for every A € Z(Lmc(S)), we have A* = {N[p]r :
p € A}. Tt has been shown that, if SL™¢/R is a Hausdorff space then with the
quotient topology on I, T and S¥™¢/R are homeomorphic (i.e. I' =~ SL™¢/R).(
See Theorem 3.5 in [10].)

Theorem 2.8. Let I' be a set of pure z—filters in Lmc(S) with the quotient
topology. There is an equivalence relation R on S¥™¢ such that S*™¢/R is
Hausdorff, T = {N[p|g : p € SL™}, and T ~ SL™¢/R if and only if both of
the following statements hold:

(a) Given any topological choice function f for T', there is a finite subfamily F
of T such that S = J,c #(f(£))°,

(b) Given distinct L and K in T, there exist A € L° and B € K° such that
whenever C € T, for each H,T € Z(Lmc(S)) either S — (A)° C (H)°then
HeCorS—(B)° C(T)then T €C.

Proof. See Theorem 3.9 in [10]. O

Remark 2.9. i) T is called a quotient of S™¢ if and only if T is a set of pure
z—filters in Lmc(S) with the quotient topology satisfying statements (a) and
(b) of Theorem 1.8. Let ' be a quotient of SL™¢ then by Theorem 1.7, for
each p € SY™¢ there is a unique £ € I such that £ C p. Then v : SE™¢ — T by
~(p) C pis a quotient map. We define e : S — T by e(s) = v(5),( see Corollary
3.12 of [10].)

ii) Let T be a quotient of SL™¢. If for each A and B in T there is some C € '
with C C A® B, we define + on I' by A4+B € I" and A+B C A® B. Then e is
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a continuous homomorphism from S to I', I is a right topological semigroup,
e[S] is dense in I', and the function () is continuous for every s € S,( see
Theorem 3.15 in [10].)

Theorem 2.10. Let I' be a set of pure z—filters with the quotient topology.
The following statements are equivalent:
(a) There exists a continuous function h : S — T such that T is a Hausdorff
compact space, h[S] is dense in T'.

(i) for each s € S, s € (h(s),

(i) for distinct L and K in T, there exists B € K° such that for each
A€ Z(Lme(S)) if S — (B)° C (A)° then A€ L.
(b) T is quotient of ST™c.
(c) T is quotient of ST™¢, T is a Hausdorff compact space and e[S] is dense in
.

Proof. See Theorem 3.16 in [10]. O

3. WEAKLY ALMOST PERIODIC COMPACTIFICATION AS A QUOTIENT SPACE

In this section, S™?P is described as a space of pure z—filters. We obtain, in
Theorem 2.13, a description of S”*P as a space of pure filters which is internal
to the set of pure filters. In this section assume f = (e*)71(f) € C(SE™e) for
f € Lmc(S).

Lemma 3.1. Let I' be a quotient of S¥¢, T be a compact Hausdorff space,
and let f : S — T be a continuous function with a continuous extension f:
SLme 5 T, Statements (a) and (d) are equivalent. If {5:s € S} CT, then all
four statements are equivalent:

(a) f has a continuous extension to T',(that is, there exists g : T' — T such that
goe=1) o

(b) For each L € T, N{clr(f[A]): L— Ac # (), A € Z(Lmc(S))} # 0.

(¢) For each L € T, card(\{clrf[A] : L — Ac #0, A € Z(Lmc(S))}) = 1.

(d) For each L €T, f is constant on L.

Proof. To see that (a) implies (d), note that g o~ is a continuous extension of
f and hencegovzf

To see that (d) implies (a), define g by g(v(p)) = f(p). Since f is constant on
L for each £ € T', g is well defined . Therefore goy = f, where ~ is a quotient
map. This implies g is continuous.

Now assume that {§ : s € S} C T so that for all s € S, e(s) = §. That (c)
implies (b) is trivial.

To see that (a) implies (¢), we show that

(felrf(A): LA £ 0, A € Z(Lme(S))} = {g(L)}.
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Since the following diagram commutes,

s Lo
5 g
{ T
gkme L T

(i.e. f=goyoe).
Hence for each A € Z(Lmc(S)), we have

c.f(A) = crgovyoe(A) =

[¢]
= gov(4) =g(+(4)).
Also if £ — A¢ # (), then there exists p € £ N A, ( it is obvious that A C
A€ C A hence if p ¢ A° then p € A). So
clr f(4) = g(v(4)) = {g(r() : T € A}.
Since p € AN L so g(£) = g(v(p)) € clrf(A). Also for each K € T, if K # L

then there exists A € Z(Lme(S)) such that A(K = 0, and this conclude that
g(K) ¢ clrf(A). Hence

(Vclrf(A): L —A° # 0} = {g(L)}.

To see that (b) implies (a). Choose for each £ € T', some g(£) € ({clrf(A) :
L — Ac # (}. Tt is obvious that goe = f. To see that g is continuous, we
show that f is constant on Z, for each £ € I'. Let p € £ and A € Z(Lme(S)),
if p € A then £ — A°¢ # () and so g(£) € clpf(A). Since clpf(A) = f(A) so

Npea f(A) = {f(p)}. This conclude that g(£) = f(p) and goy = f. vis a
quotient map. Therefore fis continuous hence g is continuous. (I

(e(4))

Lemma 3.2. Let ' be a quotient of S¥™¢ such that {5 :s € S} C T, (T,+)
be a compact Hausdorff right topological semigroup, and f be a continuous
homomorphism from S to T such that ¢, is continuous for each x € S. Let
N{clrf(A): L—Ac#0, Ae Z(Lme(S))} #0 for each LET. Let L+K €T
for each L, IC € T'. Then there is a continuous homomorphism g : I' — T such
that goe = f.

Proof. Since f(S) = H is a compact right topological semigroup, so (H, f)
is a semigroup compactification of S. By Lemma 2.1, g : I' — T exists, g is
continuous and goe = f. If f: Slme s T is extension of f : S — T, then fis
a continuous homomorphism and the below diagram commutes,

glme 1, r

f g

pV Ve
T

(i.e. goy=7f).
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Hence for each £,K € T, there exist p,¢ € SY™¢ such that y(p) = £ and
~v(q) = K. Now we have:

9(L+K) = g(v(®)+(@)
g(v(P*q)) ~ is a homomorphism
f(p+a)
)+ 7@ f is a homomorphism
gov(P)+g07(q)
o)+ @
= g(£) +9(K),

and so g is a homomorphism. O

Q

We use the set QT of positive rational in the definition, but any other dense
subsets of the positive reals would do.

Definition 3.3. (a) ¢ is a topological W — nest on S if and only if

(1) ¢ QF - Z(Lme(s)),

(2) S € Range(yp) and 0 ¢ Range(y),

(3)if r,s € Q1 and r < s then (p(r))° C ¢(r) C (p(s))°, and

(4) there do not exist r and v in Q1 and sequences < t,, > and < s,
in S such that r < v and whenever k < n, t,s; € (p(r))° and tgs, ¢ p(v).
(b)) W(S)={¢ : ¢ is a topological W — nest in S}.

9]
n=1

Lemma 3.4. (a) If f € wap(S), a € clcf(S), and forr € QT,

p(r) ={se€ S| f(s) —al<r},
then ¢ € W(S). Also if f(ff) = a for some p € ST, then b € ((r))° for each
re Q.
(b) Let ¢ € W(S), then f(s) = inf{r € QT : s € p(r)} is a continuous
function.
(c) If o € W(S) and f is defined on S by f(s) =inf{r € Q" : s € o(r)}, then
f € wap(S). Further, if p € SE™¢ and p € ,co+ () then f(@ =0.
(d) Let f € wap(S), a € clcf(S) and r > 0. Then

B={zxeS:|f(x)—a| <r}e Z(wap(s)).
Also let f(fi) =0 for some p € SE™¢. Then p € (f~1([0,7]))° for every r > 0.

Proof. (a) Condition (3) is immediate, (2) holds since f is bounded. To see
that (1), it is obvious that for each s € S, g(s) = min(| f(s) —a | —r,0) is
continuous, and

Z(g)={s €5 g(s) =0} = {s € S| f(5) —al< r}.
Therefore ¢(r) = Z(g) € Z(Lmc(S)). To see that (4) holds, suppose that we
have such r,v, < t, >72; and < s, >72 ;. Then the sequences < s,, >>2; and
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<ty >52 so that limy,—eolimp— oo f(tnsk) and limg_oolimy, oo f (EnSk) exist.
Then lzmn_m)lzmk%oo | f(tnsk)—a |> v while limg_yooliMp—oo | f(tnsk)—a |<
r, a contradiction.
If there exists » € Q such that p ¢ (p(r))°, then for every s € QN (0,r) we
have p ¢ ((s)) and this is a contradiction.

(b) Let there exists a net {s,} in S such that lim,s, = s in S and
lima f(Sa) # f(s). By thinning, there exists €, > 0 such that

(f(s) = €0y f(5) +eo) [ [{f(5a) i@ > B} =0

for some 3. Pick 71,72 € Q7 such that
(f(s) —eo <1 < f(5) <12 < f(5) +€0),

so @(r1) € @(r2), @(r1) # ¢(rz2) and U = e~ 1((o(r1))°N(¢(r2))°) is a non
empty open set in S. Since s € U, so there exists 1 such that for each o > ),
f(sa) € U and so r1 < f(sq) < 72 and this is a contradiction.

(c) By (b), f is defined every where and is bounded and continuous. Suppose
f ¢ wap(S), so pick sequences < t, >22; and < s, >22; such that

limp—oolimp oo f(tnsk) = @

and limp—sooliMy o0 f(tnsk) = y with @ > y. Let ¢ = 5%, By thinning
the sequences we may assume that whenever k¥ < n, f(t,sx) < y + ¢ and
f(tksn) >z — € Pick r < v in Q% such that y+ e < r < v < z —e. Then
for k < m, tpsk € @(r) and tp,sk ¢ p(v). Hence ¢ ¢ W(S), and this is a
contradiction. The last conclusion holds since each neighborhood of p includes
points § with f(s) arbitrarily close to 0.

(d) Tt is obvious. O
Definition 3.5. Define an equivalence relation on S¥¢ by p = ¢ if and only
if f(p) = f(q) whenever f € wap(S).

We observe that = is trivially an equivalence relation on S¥™¢ and let [p] be

the equivalence class of p € SL™¢. We shall be interested in the z—filters ([p],
where p € SE™¢. Consequently, we want to know when A € ([p] in terms of p.

Lemma 3.6. Let p € SE™¢ and let A € Z(Lme(S)). The following statements
are equivalent.

(a) 7] C (A). A

(b) There exist f € wap(S) and § > 0 such that {s € S:| f(s)—f

(c) There exist f € wap(S) and § > 0 such that Range(f) C [0,
and £~1([0,4]) C A.

Proof. That ( ) implies (b) is trivial. To see that (b) implies (a), let g € [p].

Then f(p) = f(§) so B={s € 8:| f(s) — f(p) |< 8} C A. Hence [p] C (A)°.
To see that (a) implies (c), suppose that the conclusion fails and assume

p)I<o

(p } C A
0,1, f(p) =0

={f € wap(S) : Range(f) C [0,1] and f(@ =0}.
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For each f € G and each § > 0, let B(f,6) = f~%(]0,4]) — A and let
L={B(},5): f€Gand§>0}.

Given f and gin G,0 > 0 and v > 0, let u = min{d, v} and define h by h(s) =
max{f(s),g(s)}. Then Range(h) C [0,1] and by Lemma 1.3, h € wap(S). To
see that 2(p) = 0, suppose that {s,} be a net in S such that {s,} converges
to ﬁln Sme, since h(S) — ‘f(s)gg(s)‘ + f(s)gg(s) SO

h(p) = limgh(sa)
_ . | f(sa) _ 9(504) ‘ f(soz) — g(sa)
= limg 5 + 5
e - |, J®) -30)
B 2 * 2
= 0.

Thus h € G and B(h,u) C B(f,6)(\B(g,7). Therefore £ has the finite in-

tersection property. Pick 7 € SL™¢ such that 7 € Nfeg, 550 B(f,0). Then
7 ¢ (A)° and so 7 ¢ [p]. Pick g € wap(S) such that g(p) # g(7). Let
b= sup{| §(q) - 9(p) |: g € S*"},
and pick n € N such that n > b. Define ¢ as in Lemma 2.4 with a = §(p).
Then ¢ € W(S) and p(n) = S. Define u(t) for t € QT by u(t) = ¢(nt). Then
trivially g € W(S). Define f on S by
f(s) = inf{te Q" :sepn@)}
= inf{te Q" :s€pnt)}
= inf{te Q" :| g(s) —a|< nt}

= inf{te QT g(s) ~ als )
1 1
= |EQ(3)—EG|-

By Lemma 2.4, f € wap(S). Since u(1) =S, Range(fA) C[0,1]. Givent € QT,
wu(t) ={s € S:g(s) —g(p) |< nt}sope pu(t). Thus f(p) =0. Also

~

fr)=1g(r) —g®) | /n>0.
Thus 7 ¢ B(f, f(7)/2) is a contradiction. O

Theorem 3.7. Let T be a set of pure z—filters in Lmc(S). Statement (a)
below is equivalent to the conjunction of statements (b),(c) and (d) and implies
that T' is a Hausdorff compact space and e[S] is dense in T .

(a) T ={N[p): p € S¥™}.

(b) For ¢ € W(S) and L € T, if L|J Range(p) has the finite intersection
property, then Rang(p) C L.

(¢) Given distinct L and IC in T, there exists ¢ € W(S) such that Range(p) C L
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but Range(p) \ K # 0.
(d) For each topological choice function f for T' , there is a finite subfamily F
of T such that S = ST =, =(f(L))°.

Proof. We show first that (a) implies (b),(c) and (d), so we assume (a) holds.
Observe that if p,§ € S“™¢ and p ¢ [q], then for some f € wap(S), f(p) #
f((j) Since fis continuous, there is a neighborhood of p missing [g], that is,
each [q] is closed in SE™¢. Thus by Theorem 1.7 condition (d) holds.

To establish (b), let ¢ € W(S) and let £ € T and assume L|J Range(y)
has the finite intersection property. Pick p € ST such that pure z—filter
generated by L] Range(y) contained in p. Let K = ()[p]. Suppose that
Range(p) — K # 0, pick ¢ € [p] and r € QT such that ¢ & ¢(r). Define f as in
Lemma 2.4(c), then f(p) = 0 while f(§) > r, a contradiction.

To establish (c), let £ and K be distinct members of T' and pick p and
g in ST™¢ such that £ = N[p] and K = N[g]. Pick f € wap(S) such that

F(p) # F(@) and let a = f(p). Define ¢ as in Lemma 2.4. Let ¢ =| f(p) — f(q) |

and pick v € Q7 such that v < e. Then ¢ ¢ (p(v))° so ¢(v) ¢ K. Further, if
7 € [p], then f(ﬂ = a. Since 7 € (¢(v))° for every v € QT therefore p(v) € T,
[10, Lemma 2.8] , and so Range(p) C 7. Therefore Range(y) C L.

Now we assume that (b),(c) and (d) hold and prove (a). Since (d) holds,
by Theorem 1.7 each p € S¥™¢ contains some £ € I'. Therefore, it suffices to
show that if p € S¥™¢ and £ € T’ with £ C p, then £ = ([p]. To this end , let
p € Stme and let £ € T with £ C p. Let ¢ € [p] and suppose £\ ¢ # 0. By
condition (d), pick I € T" such that K C ¢g. Pick ¢ as guaranteed by condition
(c). Note that if we had Range(y) C g, we would have K| Range(y) having
the finite intersection property and thus we would have Range(yp) C K, by
condition (b) and this is a contradiction with (c¢). Thus we pick r € QT such
that § ¢ o(r). Define f as in Lemma 2.4. Then f([j) > r while f(f)) =0,a is
a contradiction . Thus £ C [p]. To see that N[p] C £, let N[p] € (A)° and
suppose that £ — (A)° # 0. Pick ¢ € ST™¢ such that £L|J{B € Z(Lmc(S)) :

~

S — (A)° C (B)°} C q and pick f € wap(S) such that f(p) # f(q). Let

o~

a = f(p) and define ¢ as in Lemma 2.4(c). Then Range(yp) C p, by Lemma
2.4(a), so L|J Range(y) has the finite intersection property so by condition
(b), Range(y) C L. But then Range(y) C g so f(@ = f(@, is a contradiction.

Now assume that (a) holds. To show that I' is a Hausdorff compact space
and e[S] is dense in I" is suffices, by Theorem 1.10, to show that I' is a quotient
of SEme that is, conditions (a) and (b) of Theorem 1.8 hold. Since condition
(a) of Theorem 1.8 and condition (d) of this Theorem are identical, it suffices
to establish condition (b) of Theorem 1.8. To this end, let £ and K be distinct

members of I' and pick p and ¢ in SE™¢ such that £ = N[p] and K = N][q].

-~ ~ ~ ~

Pick f € wap(S) such that f(p) # f(q). Let e =| f(p) — f(q) |, let A =

~ o~

{s€S:| f(s)= f(p) |I<¢/3} and B={s eS| f(s)— f(q) |<¢€/3}. Then



http://dx.doi.org/10.7508/ijmsi.2015.01.005
https://ijmsi.ir/article-1-437-en.html

[ Downloaded from ijmsi.ir on 2025-11-16 ]

[ DOI: 10.7508/ijmsi.2015.01.005 ]

Filters and the Weakly Almost Periodic Compactification of ... 71

A, B € Z(Lmc(S)), [p] € (A)° and [¢] € (B)° so A € £° and B € K°. Let
C €T and pick r € SL™¢ such that C = O[r]. If | f(r) — f(P) |< 2¢/3, then
CCS—BCS—(B)°C(H)° implies that H € C for each H € Z(Lmc(S)),
and if | f(r) — f(P) |> ¢/3 then C C S— A C S — (A)° C (T)° implies T € C
for each T' € Z(Lmc(S)). O

We want to show that T' = {N[p] : p € SL™c} is S¥. In order to use
Remark 1.9, we need that for each £ and K in I', there exists C € I" with
C C L+ K. For such C, we have £ + K C C. By [10, Lemma 2.10], we have, if
L = N[p] and K = [q], then p* ¢ € L+ K. Since for distinct C and D in T,
C(D = 0, our only candidate for C in T with C C £ + K is thus ([p * ¢

Lemma 3.8. If for all p,q and 7 in SY™¢, § =7 implies ((*p) = (7*D), then
for all p and q in ST,

(a5 < (@ +( izl

Proof. Let p and ¢ be in SL™¢ and let [¢ * p] C (A)°. We show that A €
Nlg]+N[p]- To this end, we let 7 € [q] and show that for each F' € Z(Lmc(S)),
Qnip(A) € F implies ' € 7,(ie. A € N[g ). Since 7 € [g] we have by
assumption that (7*p) = (g*p). Thus [F*p] C (A)°. Pick, by Lemma 2.6, f €
wap(S) and § > 0 such that Range(f) C [0, 1], f(?*fi) =0and f71([0,4]) C A.
Let B = f71([0,8/2]). Then B € 7+ p and so for each F € Z(Lmc(S)),
Q5(B) C F implies that F' € 7. For s € S, define g5 by gs(t) = f(st) = foAs(t).
Then g5 € wap(S) and for v > 0, g;2([0,7]) = A\;1(f71([0,~]). Now given
s € Q5(B), we have g;1([0,8/2]) € p so gs(p) < §/2. Thus

{teS:|gs(t) —9:(p) 1< 6/2} C g"((0,0/2])

so, by Lemma 2.6, g-*([0,0/2]) € N[p]. Since g:*([0,8/2]) € (f © As)~([0,4])

we have
Qp(B) C{s € S:(foX) ' ([0,8)) € (A}
Since f~1([0,4]) C A,
O5(B) C {s € S: 77" (A) e [pI}-

So for each H € Z(Lmc(95)),

Qnpp(A) = {s € S: A (A) e (B} € H
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implies H € 7, and this conclude H € ([r], hence A € M[7] + [p]. Now we

can conclude
N 3B

AlGEIRZ

BeN[F+N[P]
c () B
[@=p1C(B)°
= [g*p]
and this implies that
Mia+5 < N@ -+l

O

Lemma 3.9. Let p,q € SY™¢ and let A € Z(Lme(S)). If [§*p] C (A)°, then
for each B € Z(Lmc(S)), {t € S:[q] Cr; '(A)} C B implies B € p.

Proof. Let [¢xp] C (A)°, and pick by Lemma 2.6, f € wap(S) and 6 > 0 such
that Range(f) C [0,1], f(a*@ =0and f1([0,0]) C A. Let B = f~1([0,6/3]).
Then B € ([g*p] € g*p so, in particular, for each T' € Z(Lmc(S5)), Q3(B) C T
implies T' € q.

Givent € S, define g; € wap(S) by g:(s) = for:(s) = f(st). Then for v > 0,
g0 ([0.9]) = 77 (f71([0,7])). Note that if g;'(10,6/2]) € g, then Gi(q) < §/2
so that

{s €5 g(s) = 9:(q) < §/2} € g, ((0,0])
and hence by Lemma 2.6, g; *([0,6]) € N[g]. Thus it suffices to show, with
D = f71([0,46/2]), that for each H € Z(Lmc(S)),

ftes:[@cn (D}CH

implies H € p.( Because {t € S : [q] Cr; (D)} C{te€ S:qecr,(D)})
Suppose instead that there exists H € Z(Lmc(S)) such that {t € S : ¢ €
r; Y (D)} € H and H ¢ p. Hence there exists a z—ultrafilter p C Z(Lmc(S))
F

c

such that H ¢ p and by [10, Lemma 2.5(10)], for each F' € Z(Lmc(S)), H¢ C
implies that F' € p. So for each F' € Z(Lmc(S)), H* C {t€ S:G¢ r; (D)}
F implies that F' € p.

Lett; € E={tcS:q¢r,"(D)}. Inductively pick
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and so g € Uy_, 71." (D) = Uy_, r;," (D) is a contradiction.) and

thy1 € EN[)(A5(B))°.
k=1

(ENNr_, (A5 (B))° # 0, because p is a closure point of E and interior point
of My (1 (B))°).

Then, if & < n we have syt ¢ D so that f(sptr) > /2. Also, if n < k
then s,t; € B so that f(s,tr) < /3. Thus, thinning the sequence < t,, >52 4
and < s, > so that all limits exist, we have limy_,colimp— oo f(Sntx) > 0/2
while limy,—ooliMmp— oo f(Sntx) < §/3 so that f ¢ wap(S). |

Theorem 3.10. For all p and § in S¥™°
Ni@+7 < @+ -

Proof. Let p,q and 7 be in S¥™¢ and assume ¢ = 7. By Lemma 2.8 it suffices
to show that (¢ p) = (¥ * p). Suppose instead we have f € wap(S) such that

FlGgp) # fF=p) and let e =| f(G*p) — f(F*D) |. Let

~

A={se5:[f(s) = faxp)[<e/3}
and let
B={seS:| f(s)— f(r*p)|<¢€/3}.
By Lemma 2.6, [¢* p] C (A)° and [7* p] C (B)°, in particular B € 7 x p. By
Lemma 2.9, for each T' € Z(Lmc(S)),
{tes:[gcri(A}cT
implies that T' € p. Since [q] = [F], we have for each T € Z(Lmc(S5)),
{teS:Fer, (A)}CT
implies that T € p. Let C = 5_1(rp31((§)°)) C Qz(B) (see [10, Lemma 2.7],)
and let D = {t € S: 7 € r;*(A)}. Pick t; € D. Inductively let s, € C'N
(Ni_;77," (A)) and let t,41 € DN (Nr_; (A5 (B))°). Thinning the sequences
<tp >92; and < s, >02, we get

~

and

~

| lzmk:ﬁoohmn—)oof(sktn) - f(’;:*ig) |§ 6/37

a contradiction. O

Theorem 3.11. Let I' = {N[p] : p € SL™¢}. Then T is a semitopological
semigroup.
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Proof. Let p € S¥™¢ and let £ = ([p]. We need only show ). is continuous.
Do not suppose and pick ¢ € SF™¢ such that A; is not continuous at ()[q],
and pick A € [P * q] such that [p*g] C (A)° and A;'(y((A)°)) contains no
neighborhood of ([¢]. Pick 6 > 0 and f € wap(S) such that Range(f) C [0,1],
F(B*q) =0and f~1([0,4]) C A.

We show first that for all D € (()[q])°, there is some ¢ € D such that

pe{seS: f(st) >d/2}.

Suppose instead we have D € (([¢])° such that for all ¢t € D,
pé¢{seS:f(st) 26/2}

and so by [10, Lemma 2.5(12)], for all ¢ € D and for every F € Z(Lmc(S)),

{se€S: f(st)<d/2} CF
implies that F € p. Since v((D)°) is not contained in A;'(v((A)°)), pick
7 € SEme such that D € (N[F])° and A ¢ ([p*7]. Now if f(p*7) < 6, we

-~

would have, with =6 — f(p*7),

{s€S: f(s)—f(p*7)|<p}CA
and hence A € ([p * 7] by Lemma 2.6. Thus f(p *7) > 6. Thus
{s€S:f(st)>25/3} €pxT.
Let B={seS: f(st) > 26/3} and let
C=e'(r7((B)) C%(B) = {s € S: \;'(B) € 7}.

Then for each F' € Z(Lmc(S)), C C F implies that F € p. Let s; € C, and,
inductively, let

th € DN ([AL(B)),
and let

n
Snt1 € CN (ﬂ{s € S: f(sty) <46/2}).
k=1
Then, after thinning we have

while
limp—oolimp— o0 f (SKtn) > 26/3.

This contradiction establishes the claim.
Let E = f71([0,6/3]) and let F = 5’1(7’;[15]((5)0)). Then E € N[p * q]
s0, by Theorem 2.10, for each T € Z(Lmc(S)), F C T implies that T € N[p]
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and hence T' € p. Pick s; € F. Inductively, N}_; A, (E) € (N[q])° so pick
tn € NP_ A} (E) such that p € {s € S: f(st,) > §/2}. Pick

k

Snt+1 € F'N ﬁ{s €S f(stg) >6/2}.

k=1

Again, after thinning we obtain

while limg_—oolimpy—oo f(SKtn) < /3. O

The next theorem says that {N[p] : p € SL™} is Swap,

Theorem 3.12. Let I = {N[p] : p € SE™¢}. Then

(1) e is a continuous homomorphism from S to T,

(2) T is a compact Hausdorff semitopological semigroup,

(8) e(S) is dense in T, and

(4) if (T, ) satisfies (1) and (2), with T replacing T and ¢ replacing e, there
is a continuous homomorphism n: T — T such that noe = .

Proof. Statements (1), (2) and (3) follow from Remark 1.9, Theorem 2.7, 2.10
and 2.11. (Theorem 2.10 need to show that the hypotheses of Remark 1.9 are
satisfied.)

Let (T, ¢) satisfy (1) and (2). We first show there is a continuous n : ' = T
such that noe = ¢. By Lemma 2.1 it suffices to show for this that for each
p € SEme 5 is constant on [p], where @ : SE™¢ — T is the continuous extension
of ¢ : S — T. Suppose instead that we have p = ¢ with ¢(p) # ©(q). Since T
is completely regular, pick f € C(T') such that f(¢(p)) # f(¢(p)). By Lemma
1.3(il), f € wap(T). Consequently f o ¢ € wap(S).(Given < t, >22; and
< 8y >02, in S such that limy, —eoliMmi—oo f 0 @(tnsk) and limg—oolimy, oo f ©
o(tnsk) exist, we have

= limpoolimn o0 f(0(tn) 0 (sk))

= liMp—ooliMp o0 f © ©(tnsk)).

f0 3 is a continuous extension of f o ¢ to SE™¢ so fo@ = f o . But then
f/o\<p(]3') * f/o\cp(?j) so that p is not equivalent with ¢, a contradiction.

To complete the proof, we show that 7 is a homomorphism. Since ¢ is a
homomorphism also since no-y is a continuous extension of ¢, we have noy = .
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Thus, given p and ¢ in SY™¢, we have

n(NEI+N[E) = nnp=aq)
noy(p*q)
P(p*q)
= 229
= novy(p)no(q)
= n(N[p))n(Ng]).
O

Theorem 3.13. Let I' be a set of pure z—filter. There exist an operator * on
T and a function h : S — T satisfying conditions (a) of Theorem 1.10 such that
(T, %, h) is S if and only if T satisfies conditions (a), (¢) and (d) of Theorem
2.7.

Proof. (Sufficiency) By Theorem 2.7, T' = {N[p] : p € SL™} so Theorem 2.12
applies.

(Necessity) By Theorem 1.10, I is a quotient of S£¢. Thus by Remark 1.9,
the function v : SL™¢ — T defined by v(p) C p is (well defined and) a quotient
map. By condition (a)(i), for each s € S, s € Nh(s). That is, h(s) C 5. Then
h(s) =~(5) =e(s) so h=e.

Define an equivalence relation R on S by pRq if and only if v(p) = v(p). It
suffices to show that pRq if and only if p = ¢. For then we get I' = {N[p] :
p € Stme} and Theorem 2.7 applies. To this end, let p, ¢ € S¥™¢ and assume
pRq. Suppose p = ¢ is not true and pick f € wap(S) such that f(f)’) * f((})
By Theorem 1.2, there exists g € C(T") such that goe = f. Then go~ is a
continuous extension of f to S¥™m¢. (For s € S, (g0 7)(3) = g(e(s)) = f(s).)
Thus goy = f. Since pR, then () = g(v(p)) = 9(7(@)) = f(4), contradiction.
Now assume that p = ¢ and suppose that v(p) # v(q). Pick g € C(T') such that

g(v(D)) # g(v(q)). Define f € C(S) by f(s) = g(e(s)). Then, since f extends
continuously to T', f € wap(S) by Theorem 1.2. But, as above goy = f so

-~ ~

f(p) # f(q), a contradiction. 0

We now proceed to apply our results to a determination of size of S™P.

Definition 3.14. Let A C S. We say A is an unbounded subset of S if
ANS* £,

where S§* = §¥™m¢ — G Also a sequence in S is unbounded if range of sequence
is unbounded.

Lemma 3.15. Let A € Z(Lme(S)). Then
a) Let there exist p and q in S* such that A € p+ q. Then there exist
one-to-one sequences {t,} and {s,} in S such that {sit, : k <n} C A.
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b) Let there exist one-to-one unbounded sequences {t,} and {s,} in S such
that {syt, : k <n} C A. Then there exist p and q in S* such that p* q € A.

Proof. (a) Pick p and ¢. Let B = Qz(A) = {s € S : \J1(4) € p}. Then
¢ € B and since ¢ ¢ S, B is unbounded. Let {s,} be an one-to-one sequence
in B. For each n, we have (;_, )\;}(A) € p and is hence unbounded. Pick
tn € NMp—y A5t (A) such that t,, & {ty : k < n}.

k

(b) Tt is obvious. O

Lemma 3.16. Let S be a commutative semitopological semigroup and let p €
S* — clgrme(S* * S*). Then for each ¢ € S¥™¢ — {p} there exists f € wap(S)

~ ~

such that Range(f) =[0,1], f(p) =1 and f(q) = 0. Consequently [p] = {p}.

Proof. Pick A € (p)° such that AN clgme(S* * S*) = 0. Pick B € (p)° such
that ¢ ¢ B. Then there exists f € Lmc(S) such that ﬂAmB =1, f((Z)C) -
[0,1), F =0 on clgrme(S* S*)U {q} and f(S) = [0,1]. It suffices to show
that f € wap(S). Suppose, instead, we have sequences {t,} and {s,} such
that limg—eolimp oo f (Sgptn) = 1 and limy,—oolimi— oo f(Sktn) = 0. We may

assume by thinning that {¢,} and {s, } are one-to-one and then
{sitn : k < n for all sufficiently large n,k € N} C A

so if {s, } and {t,,} are unbounded sequences, by Lemma 2.15(b), AN(S**S*) #
() and this is a contradiction.
If {s,} or {t,} are bounded in S and limits exist then limits are equal. O

Theorem 3.17. Let S be a Hausdorff non-compact commutative semitopolog-
ical semigroup and assume A € Z(Lme(S)) be an unbounded set such that

(i) card(ST™) =card(A) and

(ii) AN clgrme(S* % S*) = 0.

Then card(S¥P) =card(St™e).

Proof. Tt is obvious that card(S“) <card(S*™¢). By Lemma 2.16, for each
p € A, [p] = {p}. Therefore card(S¥®) > card(A) = card(SL™e). O

EXAMPLE 3.18. Let S be a dense subsemigroup of ((1, +00), +). Then card(S¥*?) =

card(S¥™m¢). Since clgrme((1,2]NS) is infinite. Let p,§ € clgrme((1,2]NS) — S
then there exist two nets {z,} and {ys} in (1, 2] such that z, — p and yg — q.
This implies that p* § ¢ clgrme((1, 2] N S). Therefore

S* — clgrme(S* % S*) £ (.
It is obvious card(clgrme((1,2] N S)) = card(clgime[2,+00) N S) and so
card(clgrme((1,2] N S)) = card(ST™°).

Now let A = (1,2] N S, then A satisfies in the assumptions of Theorem 2.17.
Thus by Theorem 2.17, card(S*“) =card(SF™¢).
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Lemma 3.19. Let S be a semitopological semigroup and let
P ES* — clgrme(S* x SE™e),
Then for each ¢ € ST™¢ — {p}, there exists f € wap(S) such that Range(f) =

~ ~

[0,1], f(P) =1 and f(q) = 0. Consequently [p] = {p}.

Proof. Pick A € (p)° such that AN clgrme(S* * SL™¢) = (. Pick B € (p)° such
that § ¢ B. Then there exists f € Lmc(S) such that flans = 1, f((A)°) C
[0,1), F =0 on clgrme(S* * SEm) U {G} and f(S) = [0,1]. It suffices to show
that f € wap(S). Suppose, instead, we have sequences {t,} and {s,} such
that limg—oolimp—oo f (Sktn) = 1 and limy,—oolimi— oo f(Sktn) = 0. We may
assume by thinning that {¢,} and {s,,} are one-to-one and that,

{sty : k < n for all sufficiently large n,k € N} C A,

soif {s, } and {t,,} are unbounded sequences, by Lemma 2.15(b), AN(S**S*) #
() and this is a contradiction.

Let {s,} and {t,} are bounded sequences in S or {s,} be a bounded sequence
and {t,} be an unbounded sequence in S, then

lzmk%oollmn%oof(sktn) = llmn%oolzmkﬁoof(sktn)

Now let {s,,} be an unbounded sequence and {¢,} be a bounded sequences in
S, so there exist two nets {so} C {s,, : n € N} and {tg} C {t, : n € N} such
that s, — u € S* and tg =t € S. Therefore

limg—ooliMmp oo f(sktn) = limglimgf(sats)
= limaf(sat)
= Jlut)
= 0.
and

limpyoooliMp oo f(Sktn) = limglima f(sats)

~

= lim [ (uty)
= 0.

Thus f € wap(S) and this complete the proof. O

Theorem 3.20. Let S be a Hausdorff non-compact semitopological semigroup
and assume A € Z(Lmc(S)) be an unbounded set such that

(i) card(ST™) =card(A) and

(ii) AN clgrme(S* * SEme) = 0.

Then card(S¥P) =card(St™*).

Proof. Tt is obvious that card(S*) <card(S™¢). By Lemma 2.19, for each
p € A, [p| = {p}. Therefore card(S*¥®) > card(A) = card(SL™°). O
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Theorem 3.21. Let S be a semitopological semigroup. Let S™°P be the one
point compactification and card(S*) > 1. Then S* x SE™¢ is dense in S*.

Proof. Let S be the one point compactification so [p] = S* for each p € S*.
Let p € S* — clgrme(S* * SL™) then for each ¢ € SL™¢ — {p} there exists

~ ~

f € wap(S) such that Range(f) = [0,1], f(p) = 1 and f(¢) = 0, by Lemma
2.19. Comnsequently [p] = {p}. This is a contradiction. So S* — clgrme(S* *
SLmey = ). O

EXAMPLE 3.22. Let G be the linear group SI(2,R). For this group G¥% =
the one-point compactification,( see [6]), and so card(G"V*?) = card(G) while
card(G¥m) = card(G*YC) = 22"“" Wwhere GFYC is the maximal ideal space of
the C*—algebra of bounded left norm continuous function on G and «(G) = w
(in this case) is the compact covering number of G, i.e., the minimal number of
compact sets needed to cover G. Thus [p] = G* for each p € G* = GFYC -G =
GL™e — G. Hence G*GFUC = G*GF™¢ is dense in G*, by Theorem 2.21.
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