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Abstract. In this paper, first and second order optimality conditions

using the concept of approximations are developed for an optimistic frac-

tional multiobjective bilevel problem with non-convex lower level prob-

lem. Our idea is based on using the properties of approximations in

nonsmooth analysis and a separation theorem in convex analysis. All

over the article, the data is assumed to be continuous but not necessarily

Lipschitz.
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1. Introduction

Bilevel programming problems are hierarchical optimization problems with

two levels. They are characterized by the existence of two optimization prob-

lems where the constraint region of the upper level problem is determined

implicitly by the solution set to the lower level problem. They play an impor-

tant role not only in theoretical studies but also in practical applications. This

motivated an intensive investigation of these problems by many mathemati-

cians, economists and engineers. For applications and recent developments on
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212 L. Lahoussine

the subject one can see [17, 30]. The most important challenge is to develop

optimality conditions for the problem. A lot of research has been carried out

in this direction [3, 6, 7, 8, 20, 21, 34].

For many optimization problems, notably in bilevel mathematical program-

ming, the characterization of optimal solutions with the help of second order

conditions was always of a great interest in order to refine first order optimality

conditions. The second order informations complement first order conditions

in constructing numerical algorithms for finding optimal solutions (see, e.g.

[5, 27]) and also in convergence analysis for numerical algorithms (see, e.g.

[10, 14]). Considerable works exist on second order conditions including the

papers [1, 9, 11] for C2 and C1 data, and [12, 23] for problems with only C1

data.

In this paper, we are concerned with the following fractional multiobjective

bilevel problem

(P )


Rp+ −min

x,y

(
f1(x,y)
g1(x,y)

, · · · , fp(x,y)gp(x,y)

)
subject to

Fj(x,y)
Gj(x,y)

≤ 0, j = 1, · · · , q
y ∈ Ψ(x)

(x, y) ∈ Rn × Rm,

(1.1)

where for each x ∈ Rn, Ψ (x) is the solution set of the following parametric

optimization problem

(Px)


min
y

h (x, y)

subject to Hs(x,y)
Ks(x,y)

≤ 0, s = 1, · · · , r
(x, y) ∈ Rn × Rm,

(1.2)

where fi, gi, Fj , Gj , Hs,Ks, h : Rn × Rm → R with gi, i = 1, · · · , p, Gj , j =

1, · · · , q, Ks, s = 1, · · · , r being continuous and nonzero-valued. For the sake

of simplicity, we set I = {1, · · · , p}, J = {1, · · · , q}, S = {1, · · · , r}.
The point (x, y) is said to be a local weak efficient solution with respect to Rp+
of the problem (P ) if it is a local weak efficient solution with respect to Rp+ of

the problem {
Rp+ −min

x,y

(
f1(x,y)
g1(x,y)

, · · · , fp(x,y)gp(x,y)

)
subject to (x, y) ∈ S,

where

S =

{
(x, y) ∈ Rn × Rm :

Fj (x, y)

Gj (x, y)
≤ 0, ∀ j ∈ J, y ∈ Ψ(x)

}
.

Such problem has been discussed by many authors at various levels of generality

(see [4, 22, 29]). In [22], the authors gave sufficient optimality conditions and

duality results for a special class of (P ) (where p = 1, q = 1 and r = 1). Using

the quotient rule of generalized differentiation, Bao et al. [4] derived optimality

conditions for a multiobjective fractional program with equilibrium constraints.
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Optimality Conditions Using Approximations for Fractional Bilevel Problems 213

Recently, multiobjective fractional control problems involving multiple integrals

was considered by many researchers and we make a dishonesty by mentioning

only Mititelu and Treanţă [25, 26, 33]. In [25], the authors derive necessary and

sufficient optimality conditions for a multiobjective fractional control problem

which involve multiple integrals. Broadly speaking, a (ρ, b)-quasiinvexity notion

is used to provide sufficient efficiency conditions for a feasible solution. The

problem is also investigated in [26]. Using the notion of (ρ, b)-quasiinvexity,

weak, strong and converse duality are derived.

In this work, we develop optimality conditions in terms of approximations

for the optimistic fractional bilevel programming problem (P ) without any con-

vexity assumption on the lower level problem and without the assumption that

the solution set Ψ (x) is a singleton. Approximations are important tools of

nonsmooth analysis which were introduced by Thibault [32], then further stud-

ied by Sweetser [31] and Ioffe [13] and later enhanced by Jourani and Thibault

[16]. The importance of approximations lies in the fact that they may exist

even for a discontinuous mapping and are useful even when they are nonconvex

or unbounded.

The paper is organized as follows : Section 2 gives basic definitions and prelim-

inary results. Section 3 and 4 present the second order necessary and sufficient

optimality conditions. A special case is studied in Section 5. Some final com-

ments are then provided in the last section.

2. Preliminaries

In this section, we give some definitions, notations and results, which will

be used in the sequel. Recall that X, Y and Z are finite dimensional spaces.

For a given l ∈ N, a mapping f : X → Y is said to be l-calm at x (see [19]) if

there exist L > 0 and a neighborhood U of x such that, for all x ∈ U ,

∥ f (x)− f (x) ∥ ≤ L ∥ x− x ∥l .

Remark 2.1. [19]

(1) If f is l-calm at x, then f is continuous at x, for any l ∈ N.
(2) L is called the coefficient of calmness of f .

Next we give the definition and some properties of approximations [2, 15].

Let f : X −→ Y be a given vector function and x̄ ∈ X. We denote by L (X,Y )

the set of all continuous linear operators mapping X to Y , B (X,Y, Z) the set

of all continuous bi-linear operators mapping X ×Y to Z, and BX denotes the

closed unit ball of X at the origin.

Definition 2.2. [2] The set Af (x̄) ⊂ L (X,Y ) is said to be a first order

approximation of f at x̄ if for all ε > 0, there exists δ > 0 such that

f (x)− f (x̄) ∈ Af (x̄) (x− x̄) + ε∥x− x̄∥BY ,
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214 L. Lahoussine

for all x ∈ x̄+ δBX .

Note that, if f is locally Lipschitz at x̄, then, the Clarke subdifferential of f

at x̄ is a first order approximation [15]. Also, when f : X −→ Y is continuous

and admits an approximate Jacobian ∂f (·) which is upper semi continuous at

x̄, then ∂f (x̄) is a first order approximation of f at x̄ [18].

Remark 2.3. [15]

(1) Let f : X −→ Y be a vector function. If f is k-Lipschitz on x̄ +

δBX , then f admits the bounded closed convex set k · BL(X,Y ) as an

approximation.

(2) Suppose that Af (x) is a first-order approximation of f at x. If Af (x)

is bounded, then, f is calm at x.

In general, approximations are not closed. However they may exist even for

a discontinuous mapping as illustrated in the following example.

Example 2.4. [18] Consider the function g : R → R given by

g(x) =


√
x, if x > 0,

0, if x = 0,

x−1, if x < 0.

Then g is discontinuous at zero. For any α > 0, the set Ag(0) = (α,+∞) is a

first order approximation for g at 0.

Definition 2.5. [2] A couple (Af (x̄) , Bf (x̄)), with Af (x̄) ⊆ L(X,Y ) and

Bf (x̄) ⊆ B (X,X, Y ) is said to be a second order approximation of f at x̄ if

Af (x̄) ⊂ L (X,Y ) is a first order approximation of f at x̄ and for all ε > 0,

there exists δ > 0 such that

f(x)− f(x̄) ∈ Af (x̄)(x− x̄) +Bf (x̄) (x− x̄)(x− x̄) + ε ∥ x− x̄ ∥2 BY ,

for all x ∈ x̄+ δBX .

Every C2 mapping f : X → Y at x admits
(
∇f (x) ,∇2f (x)

)
as a second

order approximation, where ∇f (x) and ∇2f (x) are, respectively, the first and

second order Fréchet derivatives of f at x.

Proposition 2.6. [2, 16, 18] Let x ∈ X and f : X → Y .

(1) If f is C1,1 then
(
f ′ (x) , 12∂

2
Cf (x)

)
is a second order approximation of

f at x, where ∂2Cf (x) is the Clarke Hessian of f at x.

(2) If f is continuously Fréchet differentiable in a neighborhood of x and

has an approximate Hessian mapping ∂2f (·) which is upper semicon-

tinuous at x, then
(
f ′ (x) , 12∂

2f (x)
)
is a second order approximation

of f at x.
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We will now recall some algebraic chain rules already stated in [19], which

concern approximations of the sum, product and quotient. For this, note that

for f, g : X → R, we define f · g and f/g as usual: (f · g) (x) := f (x) g (x) and

(f/g) (x) := f (x) /g (x) for x ∈ X.

Proposition 2.7. Let f, g : X → R and Af (x), Ag (x) be first order approxi-

mations of f and g, respectively, at x. Then, the following assertions hold.

(1) If g is continuous at x and Af (x) is bounded, then g (x)Af (x) +

f (x)Ag (x) is a first order approximation of f · g at x.

(2) If Af (x) and Ag (x) are bounded with g (x) ̸= 0, then
g(x)Af (x)−f(x)Ag(x)

g2(x)

is a first order approximation of f/g at x.

Proposition 2.8. (1) Let fi : X → Y , τi ∈ R and (Afi (x) , Bfi (x)) be a

second order approximation of fi at x for i = 1, · · · , l. Then,(
l∑
i=1

τiAfi (x) ,

l∑
i=1

τiBfi (x)

)

is a second order approximation of

l∑
i=1

τifi (x) at x.

(2) Let fi : X → Yi, i = 1, · · · , l f = (f1, · · · , fl) and (Afi (x) , Bfi (x))

be a second order approximation of fi at x for i = 1, · · · , l. Then,(
Af1 (x) × · · · × Afl (x) , Bf1 (x) × · · · × Bfl (x)

)
is a second order

approximation of f at that point.

Proposition 2.9. Let f, g : X → R, g be 2-calm at x, and (Af (x) , Bf (x)),

(0, Bg (x)) be second order approximations of f and g, respectively, at x. Then,

(1) If Af (x), Bf (x) are bounded, then(
f (x)Ag (x) + g (x)Af (x) , f (x)Bg (x) + g (x)Bf (x)

)
is a second order approximation of f · g at x.

(2) If Af (x), Bf (x), Bg (x) are bounded and g (x) ̸= 0, then(
Af (x)

g (x)
,
g (x)Bf (x)− f (x)Bg (x)

g2 (x)

)
is a second order approximation of f/g at x.

Let S be an arbitrary nonempty set of Rn × Rm. The contingent cone to S
at u is

K(S, u) :=

{
d ∈ Rn × Rm : ∃ (tk) ↓ 0 and (dk) → d such that u+ tkdk ∈ S, ∀k ∈ N

}
.

The second order set to S at u in the direction d ∈ Rn × Rm is given by

K2(S, u, d) :=

{
e ∈ Rn×Rm : ∃ (tk) ↓ 0 and (ek) → e such that u+tkd+t

2
kek ∈ S, ∀k ∈ N

}
.
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216 L. Lahoussine

Remark 2.10. The set K2(S, u, d) is not necessarily a cone, and it might be

empty when S is not a polyhedral set, see [28].

We recall that the cone of weak feasible directions to S ⊆ Rn×Rm at u ∈ S

is

D (S, u) =

{
u ∈ Rn × Rm : ∃ (tk) ↓ 0, u+ tku ∈ S, ∀k ∈ N

}
.

To close the list of assumptions, we recall the notion of weakly efficient solutions

needed in this paper. Let C ⊂ Rn be a pointed closed convex cone with

nonempty interior introducing a partial order ⪯C in Rn.

Definition 2.11. Let A be a nonempty set of Rn. The point x ∈ A is said to

be a Pareto (resp. weak Pareto) minimal vector of A w.r.t. C if

A ⊂ x+ [(Rn \ (−C)) ∪ {0}] (resp., A ⊂ x+ (Rn \ −intC)) , (2.1)

where ”int” denotes the topological interior.

Let us now consider the multiobjective optimization problem with respect

to the partial order introduced by the pointed, closed and convex cone C:

C −min f(x) s.t. x ∈ X, (2.2)

where f represents a vector-valued function and X the nonempty feasible set.

Definition 2.12. A point x ∈ X is said to be an efficient (resp. weakly

efficient) solution of problem (2.2) if f (x) is a Pareto (resp. weak Pareto)

minimal vector of f (X).

Definition 2.13. The point x ∈ X is said to be a local efficient (resp. weakly

local efficient) solution of problem (2.2) if there exists a neighborhood U of x

such that f (x) is a Pareto (resp. weak Pareto) minimal vector of f (U ∩X).

3. Second order necessary optimality conditions

In this section, we maintain the notations given in the previous section and

we give necessary optimality conditions for the fractional multiobjective bilevel

problem (P ) without any convexity assumption on the lower level problem and

without the assumption that the set Ψ (x) is a singleton.

A classical way to convert problem (P ) into an optimization problem with

tractable constraints is the so-called value function reformulation. Hence, ac-

cording to [6], problem (P ) can be replaced by

(
P̂
)


Rp+ −min
x,y

(
f1(x,y)
g1(x,y)

, · · · , fp(x,y)gp(x,y)

)
subject to

Fj(x,y)
Gj(x,y)

≤ 0, j ∈ J
Hs(x,y)
Ks(x,y)

≤ 0, s ∈ S

h (x, y)− V (x) ≤ 0

(3.1)
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provided that
(
P̂
)
has an optimal solution [24], where

V (x) = min
y

{
h (x, y) :

Hs (x, y)

Ks (x, y)
≤ 0, ∀ s ∈ S, y ∈ Rm

}
(3.2)

denotes the optimal value function of the lower level problem (Px).

Remark 3.1. Under the following hypotheses (H1), (H2), (H3) and (H4) the

optimization problem
(
P̂
)
has at least one optimal solution.

H (1) : fi (·, ·) is upper semicontinuous on Rn × Rm and gi (·, ·) is lower

semicontinuous on Rn × Rm, ∀i ∈ I.

H (2) : V (·) is upper semicontinuous on Rn.
H (3) : h (·, ·), Fj (·, ·), Gj (·, ·), Hs (·, ·), Ks (·, ·) are continuous on Rn × Rm

for all j ∈ J and s ∈ S

H (4) : The feasible set of
(
P̂
)
is nonempty and bounded.

Let

V (x, y) = V (x)

and let t = q + r + 1. Consider the next problem (P ∗) with respect to Rp+

(P ⋆)

{
min
x,y

Υ(x, y)

subject to (x, y) ∈ E
(3.3)

where,

Υ (x, y) = (Υ1 (x, y) , · · · ,Υp (x, y))
Υi (x, y) =

fi(x,y)
gi(x,y)

i ∈ I

and

E = {(x, y) ∈ Rn × Rm : Γ (x, y) ∈ −Rt+},

with
Γ (x, y) = (ψ (x, y) , ϕ (x, y) , φ (x, y))

ψ (x, y) =
(
F1(x,y)
G1(x,y)

, · · · , Fq(x,y)
Gq(x,y)

)
ϕ (x, y) =

(
H1(x,y)
K1(x,y)

, · · · , Hr(x,y)
Kr(x,y)

)
φ (x, y) = h (x, y)− V (x, y).

Here,

Γi (x, y) =


ψi (x, y) =

Fi(x,y)
Gi(x,y)

, i = 1, · · · , q
ϕi−q (x, y) =

Hi−q(x,y)
Ki−q(x,y)

, i = q + 1, · · · , q + r

φt (x, y) = h (x, y)− V (x, y).

Finally, for a given (x, y) ∈ E, we set

pi =
fi (x, y)

gi (x, y)
, i ∈ I, qj =

Fj (x, y)

Gj (x, y)
, j ∈ J and rs =

Hs (x, y)

Ks (x, y)
, s ∈ S.

(3.4)
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Theorem 3.2. Let u = (x, y) be a local weak efficient solution of (P ). Assume

that fi, gi, with i ∈ I, Fj, Gj, with j ∈ J , Hs, Ks, with s ∈ S, h and V

admit bounded first order approximations Afi (u), Agi (u), with i ∈ I, AFj
(u),

AGj (u), with j ∈ J , AHs (u), AKs (u), with s ∈ S, Ah (u) and AV (x) × {0}.
Moreover, assume that gi (u) > 0, with i ∈ I, Gj (u) > 0, with j ∈ J , Ks (u) >

0, with s ∈ S. Then, for all u ∈ Rn × Rm, there exist α ∈ Rp+, (β, γ) ∈ Rq+r+ ,

δ ∈ R+ and Afi ∈ clAfi (u), A
g
i ∈ clAgi (u), with i ∈ I, AFj ∈ clAFj (u),

AGj ∈ clAGj
(u), with j ∈ J , AHs ∈ clAHs

(u), AKs ∈ clAKs
(u), with s ∈ S,

Ah ∈ clAh (u) and A
V ∈ clAV (x)×{0} such that (α, β, γ, δ) ̸= (0Rp , 0Rq , 0Rr , 0)

with
p∑
i=1

αi

(
Afi (u)− piA

g
i (u)

)
+

q∑
j=1

βj
(
AFj (u)− qjA

G
j (u)

)
+

r∑
s=1

γs
(
AHs (u)− rsA

K
s (u)

)
+ δ

(
Ah (u)−AV (u)

)
≥ 0,

(3.5)

where ”cl” denotes the topological closure of the set in question.

Proof. Let u = (x, y) be a local weak efficient solution of (P ). Then, by

definition of the mappings Υ and Γ, u = (x, y) is a local weak efficient solution

of (P ⋆).

Let ϵ > 0 and u ∈ Rn × Rm be arbitrarily chosen. Two cases have to be

considered.

•: u ∈ D (E, u). Then, there exists a sequence tk ↓ 0 such that u+ tku ∈
E. Hence, for k large enough, one has

Υ (u+ tku)−Υ(u) /∈ −int
(
Rp+
)
. (3.6)

Since, Agi (u), i = 1, · · · , p, are bounded, from Remark 2.3, all gi are

calm at u . Hence, by Proposition 2.7 and Proposition 2.8

AΥ (u) =

p∏
i=1

1

gi (u)

(
Afi (u)− piAgi (u)

)
(3.7)

is a first order approximation of Υ at u, while pi =
fi(u)
gi(u)

, i = 1, · · · , p.
Consequently, there exist Ak ∈ AΥ (u) and bk ∈ BRp such that

Υ (u+ tku)−Υ(u) = tkAk (u) + ϵtk ∥ u ∥ bk.

Thus, Ak (u) + ϵ ∥ u ∥ bk /∈ −int
(
Rp+
)
. Due to the boundedness of

the first order approximation, one can assume that {Ak} converge to

some A ∈ clAΥ (u). Moreover, by compactness of BRp , extracting a

subsequence if necessary, one may assume that there exists b ∈ BRp

such that A (u) + ϵ ∥ u ∥ b /∈ −int
(
Rp+
)
. Letting ϵ→ 0, we obtain

A (u) /∈ −int
(
Rp+
)
. (3.8)
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•: u /∈ D (E, u). Then, for all tk ↓ 0 there exists k such that Γ (u+ tku) /∈
−Rt. Since, AGj

(u), j = 1, · · · , q, AKs
(u), s = 1, · · · , r are bounded,

all Gj andKs are calm at u. Again, by Proposition 2.7 and Proposition

2.8

AΓ (u) = Aψ (u)×Aϕ (u)×Aφ (u) (3.9)

is a first order approximation of Γ at u, with

Aψ (u) =

q∏
j=1

1
Gj(u)

(
AFj

(u)− qjAGj
(u)
)
,

Aϕ (u) =

r∏
s=1

1
Ks(u)

(AHs
(u)− rsAKs

(u)) and

Aφ (u) = Ah (u)−AV (x)× {0},

where qj =
Fj(u)
Gj(u)

, j ∈ J and rs =
Hs(u)
Ks(u)

, s ∈ S.

Taking tk = 1
k , one has

Γ

(
u+

1

k
u

)
∈ Γ (u) +

1

k
AΓ (u) (u) + ϵ

1

k
∥ u ∥ BRt . (3.10)

Thus,

Γ

(
u+

1

k
u

)
∈
(
1− 1

k

)
Γ (u) +

1

k

[
Γ (u) +AΓ (u) (u) + ϵ ∥ u ∥ BRt

]
. (3.11)

Now, we assert that AΓ (u) (u) ⊈ −int
(
Rt+
)
− Γ (u). Indeed, suppose

on the contrary, by assumption one gets for ϵ small enough

1

k

[
Γ (u) +AΓ (u) (u) + ϵ ∥ u ∥ BRt

]
⊆ −Rt+. (3.12)

Hence, (3.11) and (3.12) yield

Γ

(
u+

1

k
u

)
∈
(
1− 1

k

)
Γ (u)− Rt+.

Hence, Γ
(
u+ 1

ku
)
∈ −Rt+, which is a contradiction to the assumption

that u /∈ D (E, u). Consequently, there exists B ∈ clAΓ (u) such that

B (u) /∈ −int
(
Rt+
)
− Γ (u) . (3.13)

Applying separation theorem, it follows from (3.8) and (3.13) that for all u ∈
Rn × Rm \ {(0, 0)}, there exists (µ, ν) ∈ Rp+ × Rt+ such that,{

⟨µ,A (u)⟩+ ⟨ν,B (u)⟩ ≥ 0

⟨ν,Γ (u)⟩ = 0.
(3.14)

The first order approximation definition together with boundedness property

give us Afi ∈ clAfi (u), A
g
i ∈ clAgi (u), with i ∈ I, AFj ∈ clAFj (u), A

G
j ∈

 [
 D

O
I:

 1
0.

61
18

6/
ijm

si
.1

9.
1.

21
1 

] 
 [

 D
ow

nl
oa

de
d 

fr
om

 ij
m

si
.ir

 o
n 

20
26

-0
2-

04
 ]

 

                             9 / 22

http://dx.doi.org/10.61186/ijmsi.19.1.211
https://ijmsi.ir/article-1-1758-en.html


220 L. Lahoussine

clAGj
(u), with j ∈ J , AHs ∈ clAHs

(u), AKs ∈ clAKs
(u), with s ∈ S, Ah ∈

clAh (u) and A
V ∈ clAV (x)× {0} such that

p∑
i=1

µi

gi(u)

(
Afi (u)− piA

g
i (u)

)
+

q∑
j=1

νj
Gj(u)

(
AFj (u)− qjA

G
j (u)

)
+

r∑
s=1

νs
Ks(u)

(
AHs (u)− rsA

K
r (u)

)
+ νt

(
Ah (u)−AV (u)

)
≥ 0.

(3.15)

Setting

αi =
µi

gi (u)
, ∀ i ∈ I, βj =

νj
Gj (u)

, ∀ j ∈ J, γs =
νs

Ks (u)
, ∀ s ∈ S, and δ = νt

complete the proof of the claimed optimality conditions. □

Remark 3.3. By a suitable choice of the constraint qualification, we can show

that α ̸= 0. Such a necessary condition with α ̸= 0 is usually referred to as a

Karush-Kuhn-Tucker (KKT) type optimality condition.

Remark 3.4. Let

Ψ (x) = {y ∈ Rm : h (x, y) = V (x) , ϕ (x, y) ∈ −Rr+}

stands for the set of optimal solution of the lower-level problem. Then

co{Ah (·, y) (x) : y ∈ Ψ(x)}

can be taken as a first order approximation of V at x. where ”co” stands for

the convex hull of the set in question.

Next, we give the second order necessary optimality conditions of problem

(P ). To proceed, we first admit the following notations. For w = (β, γ, δ) ∈
Rq+ × Rr+ × R+, we consider the set

Ew =

{
u = (x, y) ∈ E :

q+r+1∑
l=1

wlΓl (u) = 0

}
. (3.16)

Given further a point u = (x, y) ∈ E and α ∈ Rp+ we define the following sets

∆ (u) =

{
w = (β, γ, δ) ∈ Rq+×Rr+×R+ such that ∥ w ∥≤ 1 and

q+r+1∑
l=1

wlΓl (u) = 0

}
and

Πα,w (u) =

{
u ∈ Rn × Rm : ⟨α,A (u)⟩+ ⟨β,B (u)⟩+ ⟨γ,R (u)⟩+ ⟨δ, S (u)⟩ = 0,

∀ A ∈ AΥ (u) ,∀ B ∈ Aψ (u) ,∀ R ∈ Aϕ (u) ,∀ S ∈ Aφ (u)

}
.
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Theorem 3.5. Let u = (x, y) be a local weak efficient solution of (P ). Assume

that hypotheses of theorem 3.2 are satisfied. Assume that gi, i ∈ I, Gj, j ∈ J

and Ks, s ∈ S are 2-calm at u. Additionaly, suppose that (Afi (u) , Bfi (u)),

(0, Bgi (u)), with i ∈ I,
(
AFj (u) , BFj (u)

)
,
(
0, BGj (u)

)
,

with j ∈ J , (AHs (u) , BHs
(u)), (0, BKs

(u)), with s ∈ S, (Ah (u) , Bh (u)) and

(AV (x)× {0}, BV (x)× {0}) are bounded second order approximations of fi,

gi, i ∈ I, Fj, Gj, j ∈ J , Hs, Ks, s ∈ S, h and V respectively at u. Moreover,

let α ∈ Rp+ and w ∈ ∆(u). Then, for all d ∈ Πα,w (u), with αi

gi(u)
for i ∈ I

and w = (β, γ, δ), where βj =
βj

Gj(u)
for j ∈ J and βj = γs

Ks(u)
for s ∈ S.

e ∈ K2 (Ew, u, d), there exist Afi ∈ clAfi (u), B
f
i ∈ clBfi (u), B

g
i ∈ clBgi (u)

with i ∈ I, AFj ∈ clAFj
(u), BFj ∈ clBFj

(u), BGj ∈ clBGj
(u) with j ∈ J ,

AHs ∈ clAHs
(u), BHs ∈ clBHs

(u), BKs ∈ clBKs
(u), with s ∈ S, Ah ∈ clAh (u),

AV ∈ clAV (x)× {0}, Bh ∈ clBh (u), B
V ∈ clBV (x)× {0} such that

p∑
i=1

αi

gi(u)
Afi (e) +

q∑
j=1

βj

Gj(u)
AFj (e) +

r∑
s=1

γs
Ks(u)

AHs (e)

+δ
(
Ah −AV

)
(e) + δ

(
Bh −BV

)
(d, d) +

p∑
i=1

αi

gi(u)

(
Bfi − piB

g
i

)
(d, d)

+

q∑
j=1

βj

Gj(u)

(
BFj − qjB

G
j

)
(d, d) +

r∑
s=1

γs
Ks(u)

(
BHs − rsB

K
s

)
(d, d) ≥ 0

(3.17)

Proof. Let d ∈ Πα,w (u) and e ∈ K2 (Ew, u, d). By definition of second order

set, there exists (tk, ek) → (0+, e) such that

uk = u+ tkd+ t2kek ∈ Ew, ∀ k ∈ N.

Therefore, considering (3.16) and the fact that u = (x, y) is a local weak solution

of (P ⋆) one has

p∑
i=1

αi (Υi (uk)−Υi (u)) +

q+r+1∑
l=1

wlΓl (uk) ≥ 0,

for k large enough. Since the functions gi, Gj and Ks involved in (P ) are

assumed to be 2-calm, then by Proposition 2.8 and Proposition 2.9(
p∏
i=1

Afi
(u)

gi(u)
,

p∏
i=1

1
gi(u)

(Bfi (u)− piBgi (u))

)
, q∏

j=1

AFj
(u)

Gj(u)
,

q∏
j=1

1
Gj(u)

(
BFj

(u)− qjBGj
(u)
) ,(

r∏
s=1

AHs (u)
Ks(u)

,

r∏
s=1

1
Ks(u)

(BHs
(u)− rsBKs

(u))

)
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and (
Ah (u)− (AV (x)× {0}) , Bh (u)− (BV (x)× {0})

)
are second order approximations of Υ, ψ, ϕ and φ, respectively at u.

Let ϵ > 0 be arbitrarily chosen. Then, using the approximation definition, it

follows that there exist Afi,k ∈ Afi (u), B
f
i,k ∈ Bfi (u), B

g
i,k ∈ Bgi (u) with i ∈ I,

AFj,k ∈ AFj
(u), BFj,k ∈ BFj

(u), BGj,k ∈ BGj
(u) with j ∈ J , AHs,k ∈ AHs

(u),

BHs,k ∈ BHs
(u), BKs,k ∈ BKs

(u), with s ∈ S, Ahk ∈ Ah (u), A
V
k ∈ AV (x)× {0},

Bhk ∈ Bh (u) and B
V
k ∈ BV (x)× {0} such that

p∑
i=1

αi

gi(u)

(
Afi,k

(
tkd+ t2kek

))
+

q∑
j=1

βj

Gj(u)

(
AFj,k

(
tkd+ t2kek

))
+

r∑
s=1

γs
Ks(u)

(
AHs,k

(
tkd+ t2kek

))
+

p∑
i=1

αi

gi(u)

(
Bfi,k − piB

g
i,k

) (
tkd+ t2kek, tkd+ t2kek

)
+

q∑
j=1

βj

Gj(u)

(
BFj,k − qjB

G
j,k

) (
tkd+ t2kek, tkd+ t2kek

)
+

r∑
s=1

γs
Ks(u)

(
BHs,k − rsB

K
s,k

) (
tkd+ t2kek, tkd+ t2kek

)
+ δ

(
Ahk −AVk

) (
tkd+ t2kek

)
+ϵ ∥ tkd+ t2kek ∥2

( p∑
i=1

bf,gi,k +

q∑
j=1

bF,Gj,k +

r∑
s=1

bH,Ks,k + bh,Vk

)
+δ
(
Bhk −BVk

) (
tkd+ t2kek, tkd+ t2kek

)
≥ 0,

where, bf,gi,k , i ∈ I, bF,Gj,k , j ∈ J , bH,Ks,k , s ∈ S and bh,Vk are elements of the closed

unit ball BR.

Dividing the last inequality by tk, we obtain the following one

p∑
i=1

αi

gi(u)

(
Afi,k (ek)

)
+

q∑
j=1

βj

Gj(u)

(
AFj,k (ek)

)
+

r∑
s=1

γs
Ks(u)

(
AHs,k (ek)

)
+

p∑
i=1

αi

gi(u)

(
Bfi,k − piB

g
i,k

)
(d+ tkek, d+ tkek)

+

q∑
j=1

βj

Gj(u)

(
BFj,k − qjB

G
j,k

)
(d+ tkek, d+ tkek)

+

r∑
s=1

γs
Ks(u)

(
BHs,k − rsB

K
s,k

)
(d+ tkek, d+ tkek) + δ

(
Ahk −AVk

)
(ek)

+ϵ ∥ d+ tkek ∥2
( p∑
i=1

bf,gi,k +

q∑
j=1

bF,Gj,k +

r∑
s=1

bH,Ks,k + bh,Vk

)
+δ
(
Bhk −BVk

)
(d+ tkek, d+ tkek) ≥ 0.
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while taking into account the fact that d ∈ Πα,ω (u) which ensures that

p∑
i=1

αi

gi (u)

(
Af

i,k (d)
)
+

q∑
j=1

βj

Gj (u)

(
AF

j,k (d)
)
+

r∑
s=1

γs

Ks (u)

(
AH

s,k (d)
)
+δ

(
Ah

k −AV
k

)
(d) = 0,

(3.18)

Consequently,

p∑
i=1

αi

gi(u)

(
Afi,k (ek)

)
+

q∑
j=1

βj

Gj(u)

(
AFj,k (ek)

)
+

r∑
s=1

γs
Ks(u)

(
AHs,k (ek)

)
+δ
(
Ahk −AVk

)
(ek) +

p∑
i=1

αi

gi(u)

(
Bfi,k − piB

g
i,k

)
(d, d)

+

q∑
j=1

βj

Gj(u)

(
BFj,k − qjB

G
j,k

)
(d, d) +

r∑
s=1

γs
Ks(u)

(
BHs,k − rsB

K
s,k

)
(d, d)

+ϵ ∥ d+ tkek ∥2
( p∑
i=1

bf,gi,k +

q∑
j=1

bF,Gj,k +

r∑
s=1

bH,Ks,k + bh,Vk

)
+ tkΘ(k)

+δ
(
Bhk −BVk

)
(d, d) ≥ 0,

(3.19)
where

Θ(k) =

p∑
i=1

αi
gi(u)

(
Bf

i,k − piB
g
i,k

)
(d, ek) +

p∑
i=1

αi
gi(u)

(
Bf

i,k − piB
g
i,k

)
(ek, d)

+

q∑
j=1

βj

Gj(u)

(
BF

j,k − qjB
G
j,k

)
(d, ek) +

q∑
j=1

βj

Gj(u)

(
BF

j,k − qjB
G
j,k

)
(ek, d)

+

r∑
s=1

γs
Ks(u)

(
BH

s,k − rsBK
s,k

)
(d, ek) +

r∑
s=1

γs
Ks(u)

(
BH

s,k − rsBK
s,k

)
(ek, d)

+δ
(
Bh

k −BV
k

)
(d, ek) + δ

(
Bh

k −BV
k

)
(ek, d) + tk

(
δ
(
Bh

k −BV
k

)
(ek, ek)

+

p∑
i=1

αi
gi(u)

(
Bf

i,k − piB
g
i,k

)
(ek, ek) +

q∑
j=1

βj

Gj(u)

(
BF

j,k − qjB
G
j,k

)
(ek, ek)

+

r∑
s=1

γs
Ks(u)

(
BH

s,k − rsBK
s,k

)
(ek, ek)

)
.

Due to the boundedness of the first order and second order approximations,

extracting a subsequence if necessary and passing to the limit in (3.19) for k

tending to infinity, we derive the existence of Afi ∈ clAfi (u), B
f
i ∈ clBfi (u),

Bgi ∈ clBgi (u) with i ∈ I, AFj ∈ clAFj (u), B
F
j ∈ clBFj (u), B

G
j ∈ clBGj (u)

with j ∈ J , AHs ∈ clAHs
(u), BHs ∈ clBHs

(u), BKs ∈ clBKs
(u), with s ∈ S,

Ah ∈ clAh (u), A
V ∈ clAV (x)× {0}, Bh ∈ clBh (u), B

V ∈ clBV (x)× {0} and
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bf,gi , i ∈ I, bF,Gj , j ∈ J , bH,Ks , s ∈ S and bh,V elements of BR such that

p∑
i=1

αi

gi(u)

(
Afi (e)

)
+

q∑
j=1

βj

Gj(u)

(
AFj (e)

)
+

r∑
s=1

γs
Ks(u)

(
AHs (e)

)
+ δ

(
Ah −AV

)
(e)

+

p∑
i=1

αi

gi(u)

(
Bfi − piB

g
i

)
(d, d) +

q∑
j=1

βj

Gj(u)

(
BFj − qjB

G
j

)
(d, d)

+

r∑
s=1

γs
Ks(u)

(
BHs − rsB

K
s

)
(d, d) + δ

(
Bh −BV

)
(d, d)

+ϵ ∥ d ∥2
( p∑
i=1

bf,gi +

q∑
j=1

bF,Gj +

r∑
s=1

bH,Ks + bh,V
)

≥ 0.

(3.20)

Letting ϵ→ 0, we derive the desired inequality
p∑
i=1

αi

gi(u)
Afi (e) +

q∑
j=1

βj

Gj(u)
AFj (e) +

r∑
s=1

γs
Ks(u)

AHs (e) + δ
(
Ah −AV

)
(e)

+δ
(
Bh −BV

)
(d, d) +

p∑
i=1

αi

gi(u)

(
Bfi − piB

g
i

)
(d, d)

+

q∑
j=1

βj

Gj(u)

(
BFj − qjB

G
j

)
(d, d) +

r∑
s=1

γs
Ks(u)

(
BHs − rsB

K
s

)
(d, d) ≥ 0.

□

4. Second order sufficient optimality conditions

Let u ∈ E. Assume that fi, gi, i ∈ I, Fj , Gj , j ∈ J , Hs, Ks, s ∈ S, h and V

admit compact first order approximations Afi (u), Agi (u), with i ∈ I, AFj (u),

AGj (u), with j ∈ J , AHs (u), AKs (u), with s ∈ S, Ah (u) and AV (x) × {0},
respectively at u.

Theorem 4.1. Assume that there exist α ∈ Rp+ and w ∈ ∆(u) such that for

all directions d ∈ K (E, u) \ {0} and for all Afi ∈ Afi (u), A
g
i ∈ Agi (u), with

i ∈ I, AFj ∈ AFj (u), A
G
j ∈ AGj (u), with j ∈ J , AHs ∈ AHs (u), A

K
s ∈ AKs (u),

with s ∈ S, Ah ∈ Ah (u) and A
V ∈ AV (x)× {0} one has

p∑
i=1

αi

gi(u)

(
Afi (d)− piA

g
i (d)

)
+

q∑
j=1

βj

Gj(u)

(
AFj (d)− qjA

G
j (d)

)
+

r∑
s=1

γs
Ks(u)

(
AHs (d)− rsA

K
s (d)

)
+ δ

(
Ah (d)−AV (d)

)
> 0.

(4.1)

Then, u = (x, y) is a local weak efficient solution of (P ).

Proof. Suppose that u is not a local weakly efficient solution of (P ), Then,

there exist a feasible solution uk = (xk, yk) ∈ E and a neighborhood U of u

such that

uk ∈ U and Υ (uk)−Υ(u) ∈ −int
(
Rp+
)
.
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Setting, tk =∥ uk − u ∥ and dk = uk−u
∥uk−u∥ , one has

uk = u+ tkdk ∈ E, tk ↓ 0 and dk → d, with ∥ d ∥= 1.

Thus, d ∈ K (E, u) \ {0}.
On the one hand, since, α = (α1, ..., αp) ∈ Rp+, it follows that

p∑
i=1

αi (Υi (uk)−Υi (u)) ≤ 0. (4.2)

Moreover, considering the fact that uk ∈ E, while noting that w ∈ ∆(u) we

have

q∑
j=1

βj (Γj (uk)− Γj (u)) +

r∑
s=1

γs (Γs (uk)− Γs (u)) + δ (h (uk)− V (xk)) = 0.

(4.3)

Hence, (4.2) and (4.3) yield,

p∑
i=1

αi (Υi (uk)−Υi (u)) +

q∑
j=1

βj (Γj (uk)− Γj (u))

+

r∑
s=1

γs (Γs (uk)− Γs (u)) + δ (h (uk)− V (xk)) ≤ 0.

(4.4)

On the other hand, let ϵ > 0 be arbitrarily chosen. Then by the definition of

first order approximations and definition of the mappings Υi, ψj , ϕs and φ there

exist Afi,k ∈ Afi (u), A
g
i,k ∈ Agi (u), with i ∈ I, AFj,k ∈ AFj

(u), AGj,k ∈ AGj
(u),

with j ∈ J , AHs,k ∈ AHs
(u), AKs,k ∈ AKs

(u), with s ∈ S, Ahk ∈ Ah (u) and

AVk ∈ AV (x) × {0} and there exist bf,gi,k , i ∈ I, bF,Gj,k , j ∈ J , bH,Ks,k , s ∈ S and

bh,Vk in the closed unit ball BR such that

p∑
i=1

αi

gi(u)

(
Afi,k (dk)− piA

g
i,k (dk)

)
+

q∑
j=1

βj

Gj(u)

(
AFj,k (dk)− qjA

G
j,k (dk)

)
+

r∑
s=1

γs
Ks(u)

(
AHs,k (dk)− rsA

K
s,k (dk)

)
+ δ

(
Ahk (dk)−AVk (dk)

)
+ϵ ∥ dk ∥

( p∑
i=1

bf,gi,k +

q∑
j=1

bF,Gj,k +

r∑
s=1

bH,Ks,k + bh,Vk

)
≤ 0.

(4.5)

Under the compactness property of the first order approximations, while pass-

ing to the limit, it follows that there exist Afi ∈ Afi (u), A
g
i ∈ Agi (u), with

i ∈ I, AFj ∈ AFj (u), A
G
j ∈ AGj (u), with j ∈ J , AHs ∈ AHs (u), A

K
s ∈ AKs (u),
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with s ∈ S, Ah ∈ Ah (u) and A
V ∈ AV (x)× {0} such that

p∑
i=1

αi

gi(u)

(
Afi (d)− piA

g
i (d)

)
+

q∑
j=1

βj

Gj(u)

(
AFj (d)− qjA

G
j (d)

)
+

r∑
s=1

γs
Ks(u)

(
AHs (d)− rsA

K
s (d)

)
+ δ

(
Ah (d)−AV (d)

)
+ϵ ∥ d ∥

( p∑
i=1

bf,gi +

q∑
j=1

bF,Gj +

r∑
s=1

bH,Ks + bh,V
)

≤ 0.

(4.6)

with, bf,gi , i ∈ I, bF,Gj , j ∈ J , bH,Ks , s ∈ S and bh,V are elements of the closed

unit ball BR. For ϵ→ 0 we derive
p∑
i=1

αi

gi(u)

(
Afi (d)− piA

g
i (d)

)
+

q∑
j=1

βj

Gj(u)

(
AFj (d)− qjA

G
j (d)

)
+

r∑
s=1

γs
Ks(u)

(
AHs (d)− rsA

K
s (d)

)
+ δ

(
Ah (d)−AV (d)

)
≤ 0.

which is a contradiction to the assumptions of the theorem. □

Let u ∈ E. Assume that fi, gi, i ∈ I, Fj , Gj , j ∈ J , Hs, Ks, s ∈ S, h and

V admit bounded second order approximations (Afi (u) , Bfi (u)), (0, Bgi (u)),

with i ∈ I,
(
AFj (u) , BFj (u)

)
,
(
0, BGj (u)

)
, with j ∈ J , (AHs (u) , BHs (u)),

(0, BKs (u)), with s ∈ S, (Ah (u) , Bh (u)) and (AV (x)× {0}, BV (x)× {0}),
respectively, at u such that Afi (u), with i ∈ I, AFj

(u), with j ∈ J , AHs
(u),

with s ∈ S, Ah (x) and AV (x)× {0} are compact sets.

Theorem 4.2. Suppose that there exist α ∈ Rp+, w ∈ ∆(u) and σ > 0 such

that for all Afi ∈ Afi (u), A
g
i ∈ Agi (u), with i ∈ I, for all AFj ∈ AFj (u),

AGj ∈ AGj
(u), with j ∈ J , for all AHs ∈ AHs

(u), AKs ∈ AKs
(u), with s ∈ S,

for all Ah ∈ Ah (u) for all AV ∈ AV (x) × {0}, for all d ∈ Rn × Rm such that

dist (d,K (E, u)) < σ we have
p∑
i=1

αi

gi(u)

(
Afi (d)

)
+

q∑
j=1

βj

Gj(u)

(
AFj (d)

)
+

r∑
s=1

γs
Ks(u)

(
AHs (d)

)
+ δ

(
Ah (d)−AV (d)

)
≥ 0.

(4.7)

If for all d ∈ K (E, u), Bfi ∈ clBfi (u), B
g
i ∈ clBgi (u) with i ∈ I, BFj ∈

clBFj
(u), BGj ∈ clBGj (u) with j ∈ J , BHs ∈ clBHs (u), B

K
s ∈ clBKs (u), with

s ∈ S, Bh ∈ clBh (u), B
V ∈ clBV (x)× {0} one has

p∑
i=1

αi

gi(u)

(
Bfi − piB

g
i

)
(d, d) +

q∑
j=1

βj

Gj(u)

(
BFj − qjB

G
j

)
(d, d)+

+

r∑
s=1

γs
Ks(u)

(
BHs − rsB

K
s

)
(d, d) + δ

(
Bh −BV

)
(d, d) > 0.

(4.8)
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Then, u = (x, y) is a local weak efficient solution of (P ).

Proof. It follows the path of that of Theorem 4.1. Obviously the difference lies

in the definition of the second order approximation. To proceed, first assume

that u is not a local weak efficient solution of (P ). Then, there exists a sequence

(uk)k ∈ E converging to u such that

uk = u+ tkdk, tk =∥ uk − u ∥, dk =
uk − u

∥ uk − u ∥
and

Υ (uk)−Υ(u) ∈ −int
(
Rp+
)
, ∀ k. (4.9)

Hence,
p∑
i=1

αi (Υi (uk)−Υi (u)) ≤ 0. (4.10)

while taking into account that αi ≥ 0 for i ∈ I. Without loss of genarality,

we can assume the existence of d ∈ K (E, u) with ∥ d ∥= 1 such that dk → d.

Since, uk is feasible and w ∈ ∆(u), we obtain

q∑
j=1

βj (Γj (uk)− Γj (u)) +

r∑
s=1

γs (Γs (uk)− Γs (u)) + δ (h (uk)− V (xk)) = 0.

(4.11)

Combining this inequality with (4.10), it holds that

p∑
i=1

αi (Υi (uk)−Υi (u)) +

q∑
j=1

βj (Γj (uk)− Γj (u))

+

r∑
s=1

γs (Γs (uk)− Γs (u)) + δ (h (uk)− V (xk)) ≤ 0.

(4.12)

Let ϵ > 0 be arbitrarily chosen. Then, using the approximation definition, it

follows that there exist Afi,k ∈ Afi (u), B
f
i,k ∈ Bfi (u), B

g
i,k ∈ Bgi (u) with i ∈ I,

AFj,k ∈ AFj
(u), BFj,k ∈ BFj

(u), BGj,k ∈ BGj
(u) with j ∈ J , AHs,k ∈ AHs

(u),

BHs,k ∈ BHs (u), B
K
s,k ∈ BKs (u), with s ∈ S, Ahk ∈ Ah (u), A

V
k ∈ AV (x)× {0},

Bhk ∈ Bh (u) and B
V
k ∈ BV (x)× {0} such that

p∑
i=1

αi

gi(u)

(
Afi,k (dk)

)
+

q∑
j=1

βj

Gj(u)

(
AFj,k (dk)

)
+

r∑
s=1

γs
Ks(u)

(
AHs,k (dk)

)
+tk

p∑
i=1

αi

gi(u)

(
Bfi,k − piB

g
i,k

)
(dk, dk) + tk

q∑
j=1

βj

Gj(u)

(
BFj,k − qjB

G
j,k

)
(dk, dk)

+tk

r∑
s=1

γs
Ks(u)

(
BHs,k − rsB

K
s,k

)
(dk, dk) + δ

(
Ahk −AVk

)
(dk)

+tkδ
(
Bhk −BVk

)
(dk, dk) + tkϵ ∥ dk ∥2

( p∑
i=1

bf,gi,k +

q∑
j=1

bF,Gj,k +

r∑
s=1

bH,Ks,k + bh,Vk

)
≤ 0,
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where, bf,gi,k , i ∈ I, bF,Gj,k , j ∈ J , bH,Ks,k , s ∈ S and bh,Vk are elements of the closed

unit ball BR.

Hence, by assumption of the theorem, due to d ∈ K (E, u), one has

p∑
i=1

αi

gi(u)

(
Bfi,k − piB

g
i,k

)
(dk, dk) +

q∑
j=1

βj

Gj(u)

(
BFj,k − qjB

G
j,k

)
(dk, dk)

+

r∑
s=1

γs
Ks(u)

(
BHs,k − rsB

K
s,k

)
(dk, dk) + δ

(
Bhk −BVk

)
(dk, dk)

+ϵ ∥ dk ∥2
( p∑
i=1

bf,gi,k +

q∑
j=1

bF,Gj,k +

r∑
s=1

bH,Ks,k + bh,Vk

)
≤ 0,

(4.13)

Due to the boundedness of the second order approximations, extracting a sub-

sequence if necessary and passing to the limit in (4.13) for k tending to in-

finity, we derive the existence of Bfi ∈ clBfi (u), B
g
i ∈ clBgi (u) with i ∈ I,

BFj ∈ clBFj
(u), BGj ∈ clBGj

(u) with j ∈ J , BHs ∈ clBHs
(u), BKs ∈ clBKs

(u),

with s ∈ S, Bh ∈ clBh (u), B
V ∈ clBV (x) × {0} and bf,gi , i ∈ I, bF,Gj , j ∈ J ,

bH,Ks , s ∈ S and bh,V elements of BR such that

p∑
i=1

αi

gi(u)

(
Bfi − piB

g
i

)
(d, d) +

q∑
j=1

βj

Gj(u)

(
BFj − qjB

G
j

)
(d, d)

+

r∑
s=1

γs
Ks(u)

(
BHs − rsB

K
s

)
(d, d) + δ

(
Bh −BV

)
(d, d)

+ϵ ∥ d ∥2
( p∑
i=1

bf,gi +

q∑
j=1

bF,Gj +

r∑
s=1

bH,Ks + bh,V
)

≤ 0,

Letting ϵ→ 0, we derive

p∑
i=1

αi

gi(u)

(
Bfi − piB

g
i

)
(d, d) +

q∑
j=1

βj

Gj(u)

(
BFj − qjB

G
j

)
(d, d)

+

r∑
s=1

γs
Ks(u)

(
BHs − rsB

K
s

)
(d, d) + δ

(
Bh −BV (d, d)

)
≤ 0.

(4.14)

which is a contradiction. □

5. Special case

If Υ (x, y) = f (x, y), ψ (x, y) = (F1 (x, y) , · · · , Fq (x, y)), ϕ (x, y) = 0Rr

and h (x, y) = 0, then the problem

(P ⋄) :

{
Minimize f (x, y)

subject to : ψ (x, y) ∈ Rq+
(5.1)

 [
 D

O
I:

 1
0.

61
18

6/
ijm

si
.1

9.
1.

21
1 

] 
 [

 D
ow

nl
oa

de
d 

fr
om

 ij
m

si
.ir

 o
n 

20
26

-0
2-

04
 ]

 

                            18 / 22

http://dx.doi.org/10.61186/ijmsi.19.1.211
https://ijmsi.ir/article-1-1758-en.html


Optimality Conditions Using Approximations for Fractional Bilevel Problems 229

is obtained, where f : Rn×Rm → R and ψj : Rn×Rm → R are given functions;

n ≥ 1 and m ≥ 1 are integers. In this case,

E =

{
u = (x, y) ∈ Rn × Rm : Fj (x, y) ≤ 0, ∀ j ∈ J

}
.

For β ∈ Rq+, consider the set

Eβ = {u = (x, y) ∈ E :

q∑
j=1

βjFj (x, y) = 0}.

For u ∈ E and α ∈ R+, the sets ∆ (u) and Πα,β (u) become

∆ (u) =

{
β ∈ Rq+ :∥ β ∥≤ 1 :

q∑
j=1

βjFj (x, y) = 0

}
and

Πα,β (u) =

{
u ∈ Rn×Rm : αA (u)+

q∑
j=1

βjAj (u) = 0, ∀A ∈ Af (u) , ∀Aj ∈ AFj
(u) , j ∈ J

}
.

The next results give second order necessary and sufficient optimality condi-

tions for (P ⋄).

Corollary 5.1. [2] Let α ∈ R+, β ∈ Rq+ and u = (x, y) be a local optimal

solution of problem (P ⋄). Assume that f and Fj, with j ∈ J admit bounded

second order approximations (Af (u) , Bf (u)),
(
AFj

(u) , BFj
(u)
)
, with j ∈ J

at u. Then,

(1) for all u ∈ Rn×Rm, there exist (µ, ν) ∈ Rq+1
+ \ {0}, Af ∈ clAf (u) and

AFj ∈ clAFj
(u), with j ∈ J such that

µAf (u) +

q∑
j=1

νjA
F
j (u) ≥ 0.

(2) for all d ∈ Πα,β (u), e ∈ K2 (Eβ , u, d), there exist Af ∈ clAf (u),

Bf ∈ clBf (u) and AFj ∈ clAFj
(u), BFj ∈ clBFj

(u), with j ∈ J such

that

αAf (e) +

q∑
j=1

βjA
F
j (e) + αBf (d, d) +

q∑
j=1

βjB
F
j (d, d) ≥ 0.

Corollary 5.2. Let u = (x, y) be a feasible point of problem (P ⋄). Sup-

pose that f and Fj, with j ∈ J admit bounded second order approximations

(Af (u) , Bf (u)),
(
AFj

(u) , BFj
(u)
)
, with j ∈ J at u such that Af (u) and

AFj
(u), with j ∈ J are compact sets. Then, u is local optimal solution of (P ⋄)

if one of the following conditions is satisfied :
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(1) There exist β ∈ ∆(u) and α ∈ R+ such that for all d ∈ K (E, u) \ {0},
for all Af ∈ Af (u) and A

F
j ∈ AFj

(u), with j ∈ J one has

αAf (d) +

q∑
j=1

βjA
F
j (d) > 0.

(2) There exist β ∈ ∆(u), α ∈ R+ and σ > 0 such that for all d ∈
Rn × Rm, for all Af ∈ Af (u) and AFj ∈ AFj (u), with j ∈ J such that

dist (d,K (E, u)) < σ one has

αAf (d) +

q∑
j=1

βjA
F
j (d) ≥ 0

and for all d ∈ K (E, u) and for all Bf ∈ clBf (u), B
F
j ∈ clBFj

(u)

with j ∈ J one has

αBf (d, d) +

q∑
j=1

βjB
F
j (d, d) > 0.

6. Conclusion

In this work, we consider a multiobjective fractional bilevel programming on

finite dimensional spaces with nonsmooth data. We establish first and second

order optimality conditions in terms of generalized derivatives called approxi-

mations. Moreover, we assume that all data may not be Lipshitz. We used an

intermediate set-valued problem to detect optimality conditions for local weak

efficient solutions. The obtained conditions of orders 1 and 2 are expressed in

terms of approximations of orders 1 and 2, respectively.
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