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ABSTRACT. In this paper we study optimization problems with infinity
many inequality constraints on a Banach space where the objective func-
tion and the binding constraints are Lipschitz near the optimal solution.
Necessary optimality conditions and constraint qualifications in terms of

Michel-Penot subdifferential are given.
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1. INTRODUCTION

We consider the following optimization programming problem:

P) Minimize f(z),
subject to fi(x) <0, VteT,

where T is an arbitrary set, and all emerging functions f and f; for t € T are
extended real-valued locally Lipschitz from the Banach space X.

If |T| < oo, necessary conditions of Karusk-Kuhn-Tucker (KKT, shortly)
type for optimality can be established under various constraint qualifications
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(CQ, briefly). In order to study and compare these CQs in smooth and non-
smooth cases, see the books [4, 6, 10, 18] and the papers [1, 22, 24, 25].

If T is arbitrary index set and X = R™, the KKT necessary optimality
conditions have been studied by many authors who have used term semi-infinite
programming problem; see for example [7, 14] in linear case, [5, 15] in convex
case, [8] in smooth case, and [11, 12, 13, 27] in locally Lipshitz case.

If T is an infinite index set and X has infinite dimension, The problem (P)
is called infinite problem. Several papers studied infinite problems and gave
the KKT necessary conditions (see e.g., [3, 19, 20, 21] and their references).
In these papers, three kinds of CQs are usually considered including “Farkas-
Minkowski CQ” and “closedness CQ”, using basic/limiting subdifferential or
convex ones.

This paper focuses mainly on some kinds of CQs for infinite problem (P)
which are based on Michel-Penot subdifferential, their interrelations, and their
applications to KKT necessary optimality conditions.

The remainder of the present paper is organized as follows. In Section 2,
basic notations and preliminary results are reviewed. In Section 3, we intro-
duce the Zangwill CQ, first Mangasarian-Fromovitz CQ, second Mangasarian-
Fromovitz CQ, and linear independence CQ for the problem (P). In Section
4 we present first-order necessary optimality conditions for the problem (P)
under the constraint qualifications introduced in section 3.

2. NOTATIONS AND PRELIMINARIES

Let X* be the (continuous) dual space of X, and let (z*, z) denotes the value
of the function 2* € X* at x € X. If A* C X*, set (4*,z) := {(a*,z) | a* € A*}.
When we write B < 0 for some B C R, means b < 0 for all b € B. The symbols
B, conv(B), and cone(B) denote the closure, the convex hull, and the convex
cone (containing zero) of B C X respectively.

Let & € X and let ¢ : X — R be any function. The Michel-Penot (M-P,
briefly) directional derivative of ¢ at & in the direction v € X introduced in
[16] is given by

o(Z + av + aw) — (& + aw)

©°(#;v) := sup limsup ,
weX  al0 «

and the M-P subdifferential of ¢ at % is given by the set
O°p(2) = {£ e X* | (£,v) < °(&;v)  for all v € X}.

The M-P subdifferential is a natural generalization of the Géateaux derivative
(see [16, Proposition 1.3]). Moreover when a function ¢ is convex, the M-P
subdifferential coincides with the subdifferential in the sense of convex analysis,
denoted by 0.
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In the following theorem we summarize some important properties of the
M-P directional derivative and the M-P subdifferential from [16, 17] which are
widely used in what follows.

Theorem 2.1. Let ¢ and ¢ be functions from X to R which are Lipschitz near

Z. Then, the following assertions hold:

(i)

¢°(23v) = max { (§,v) | € € 0%p()}, (2.1)
9° (max{yp, ¢})(z) C conv(9°p(z) U ¢(z)), (2.2)
0°(p+ @) (&) € O°p(2) + 0°(). (2.3)

(ii) The function v — @°(&;v) is finite, positively homogeneous, and sub-
additive on X, and
A(¢°(25.))(0) = 8%p(2). (2.4)

(iil) 0°p(&) is nonempty, convex, and weak*-compact subset of X*.
3. QUALIFICATION CONDITIONS

In this section, we present several constraint qualifications for problem (P),
and investigate the relationships with them. As a starting, we denote the
feasible set of problem (P) with

Q:={zeX]|fi(z) <0 VteT}.
The feasible directions cone of Q at & € () is defined as
Dq () := {z € X |3Je >0, such that  + az € Q Va € (0,5)}.

For a given & € Q, let T'(Z) denotes the index set of all active constraints at Z,
i.e.,

T(2) :={teT| fi(2)=0}.
Based on the above notations and the Michel-Penot subdifferential, we extend
the Zangwill CQ to nondifferentiable infinite problem (P).

Definition 3.1. Let & € Q2. We say that The Zangwill CQ holds at & if

{veX|< U o°n@ > }CDQ()

teT (&)
Set

F(z) := sup fi(x), Vo € Q.
teT

One reason for difficulty of extending the results from a finite problem (i.e.,
|T'| < 00) to problem (P) is that in the finite case F'(.) is locally Lipschitz and
we have (using (2.2) and mathematical induction):

0°F(x) C conv 0° fe(x Vr € Q, (3.1)
(z)
teT (x
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but in general, (3.1) does not hold for infinite problem (P).

At this point, we recall from differentiable finite programming theory (i.e.,
T = {1,2,...,m}) that the Mangasarian-Fromovitz CQ holds at &, if there
exists an @ € X such that (V f,(2),4) < 0 for all t € T(&). It is easy to see that
the Mangasarian-Fromovitz CQ in differentiable finite problem is equivalent to
the following implication (see, e.g., [2]):

S ONVA@E) =0, M>0 VteT(i) = \=0 VteT(d).
teT (&)

We now extend the Mangasarian-Fromovitz CQ for problem (P) in two different
forms.

Definition 3.2. We say that the first Mangasarian-Fromovitz CQ holds at &
if the following assertions satisfy:

(A): F(.) is Lipschitz continuous around Z.

(A): 0°F (i) C com(utem 8 ft(:%))
(A): {v €X| <UteT(£) aOft(a:),v> < o} £ 0.

Remark 3.3. An interesting sufficient condition ensuring the Lipschitzian prop-
erty of F' around & in finite dimensional space can be found in [23, Theorem
9.2]. The condition A was called the Pshenichnyi-Levin-Valadire property for
convex infinite problems in [26].

We observe that there is no relation of implication between the A and the A
in Definition 3.2. Indeed, for any finite T" the Ais true, but it may not satisfy
the A; while in the following example the problem actually satisfies the A at
#:=0, but the A does not hold at this point.

ExXAMPLE 3.4. Consider the following problem:

inf f(x) := |z|
s.t. fi(x) <0, teT:=N
r eR,
where
5:5—% if tisodd
fi(z) =< 6x if t=2
7x—% if t>4andtis even.

If we consider the point & := 0, then T'(Z) = {2}. This implies

{UEX < U 8°ft(:ﬁ),v><0}:{v€R| (0° f2(2),0) < 0

teT(2)

{veR|(6,v) <0} =(—00,0) #0.
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Thus A satisfies. On the other hand, a short calculation shows that

Tx if >0
F(x):{f)x it z<0
8°F (&) = [5,7] ¢ {6} = com;( U o ft(;%)>.
teT(2)

Hence, A is not satisfy.

Theorem 3.5. The first Mangasarian-Fromovitz CQ at & € §) implies the
Zangwill CQ at this point.

Proof. By A, let & be an element of {v eX| <Ut€T(i) 8°ft(§:),v> < 0}. It is
easy to show that
G{UEX <com}< U 0° fe (% ) > }
teT (&)

On the other hand, A leads to
{v eX| <conv( U 8°ft(56)>,v> < 0} C {v eX| (9°F(2),v) < 0}.
teT ()

The above two relations imply (0°F (&), %) < 0. From this inequality and (2.1),
we obtain F'°(Z;9) < 0. Now, from the definition of M-P subdifferential we get

Jimn sup F(& + ab) — F(z)

al0 «

< Fo(#;0) <0,

and consequently, there exists a scalar € > 0 such that:
F(# 4+ ab) < F(£) <0, VYae(0,e).
Thus, for all ¢ € T and for all a € (0,¢), we conclude f;(& + a®) < 0, which
implies
T4+abeQ, Vaec(0,e).
Therefore, we have proved
{UEX| < U s > }CDQ(:i)
teT (&)
Hence, we obtain that:

{UEX< U o h@).v) < }_{veX| (U 3°ft(i),v><0}§1)ﬂ@a

teT (&) teT(2)

and the proof is complete. ([

Definition 3.6. We say that the problem (P) satisfies in the second Mangasarian-
Fromovitz CQ at & € (), if the following assertions hold:

(A): F(.) is Lipschitz continuous around .
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(A): 9°F(2) C conv(UteT(I 8<>ft(A)>
(A,): for each finite index set 7' C T(&), the next implication is true:
0€> N°fid), MN=0 VteT = \=0 VteT.
tel

Theorem 3.7. The first Mangasarian-Fromovitz CQ at & € € implies the
second Mangasarian-Fromovitz CQ at this point.

Proof. Tt is enough to establish (A) = (A;). Suppose that (A) holds. Then
there exists an element ¥ € X such that

U & h(@).o) <o (3.2)

teT (&)

If T C T is a finite index set and A, tE T are non-negative scalars satisfying
0€> NI fil#)
teT
then, we conclude
0=1{0,8) € Y \(0°fu(&),0).
teT
By (3.2) and sign of As, the last inclusion is fulfill only if Ay = 0 for all t € T,
as request. O

To establish the converse of Theorem 3.7, we require the following definition
from [13].

Definition 3.8. Let I' is an arbitrary index set, and the function ¢, for each
w € I is defined from X to R. We say that the system

{pu(z) <0|weT},

is compactable, when the following proposition holds:
“If {(pw < 0|we Fo} has solution for each finite index set I'g C T,
then {gaw <0|we F} has solution in X.”

Theorem 3.9. The second Mangasarian-Fromouvitz CQ at & € Q implies the
first Mangasarian-Fromovitz CQ at this point, if {ft )<0|teT (@ } s a
compactable system.

Proof. 1t is enough to establish (Al) = (A) We first prove that for any given
t1 € T(&), there exists ¢ € X such that

fo(&,0) <0. (3.3)
If, on contrary, the above inequality has no solution with respect to v, then
vg := 0 is a solution to the following optimization problem
min f7 (Z,v)

s.t. v e X.
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Since the objective function is convex, by the Lagrange multiplier rule and
virtue of (2.4), we obtain that

0€d(f2(2,.))(0) = 0f, (&),
which contracts (Al). Now, establish that for any two given ¢1,ty € T(Z), there
exists v € X such that
fi (@) <0,
fo,(&,0) <0.
On the contrary, suppose that the above system does not have a solution.
Then f2 (#,0) > 0 for all ¥ satisfying the (3.3), which implies that vy := 0
is a solution to the following optimization problem with convex objective and
constraints:
min f7 (Z,v)
s.t. fo(&,v) <0.
Indeed, let v* be any feasible solution of the above problem and let u* be a
solution of (3.3); then by Theorem 2.1(ii), v* + au* ia a solution of (3.3) for
any a > 0, and hence f7 (Z,v* 4+ au*) > 0 by the assumption, which implies
that f2 (2,v*) > 0 after taking limits as o — 0. By the Lagrange multiplier
rule, there must exist A, ¢, > 0 such that

0€e )‘t2aoft2 (j;) + /\tl a<>ftl (£)7 and (/\t1 ) >‘t2) 7é (07 O)a

which contradicts (Al) It follows by the mathematical induction that for each
finite set T' C T'(&), we can find a © € X such that:

f(#,0) <0, forall feT.
Now, the compactable assumption implies that there is a v € X, such that
f2(#,9) <0, forall teT(2).
Hence, by (2.1), the proof is complete. 0

Definition 3.10. We say that the linear independence CQ is satisfied at & € €2,
if the following assertions hold:

(A): F(.) is Lipschitz continuous around .

(A): 9°F (&) C com)(UteT(i,) 8 ft(:a)).

(A2): {& |t € T} is linear independent for each finite index set 7' C T
and for each & € 0°fi(%).

Theorem 3.11. The linear independence CQ at & € §) implies the second
Mangasarian-Fromovitz CQ at this point.

Proof. Tt follows that (Ay) = (A;), and the result is immediate. O
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By Theorems 3.5 & 3.7, and 3.11, the relationships between the various
constraint qualifications are given in the following diagram:
LI CQ

3
MF.CQ, = MF.CQ, (3.4)

i3
Z. CQ

4. NECESSARY CONDITIONS

The first theorem in this section gives a KKT type necessary condition for
optimal solution of problem (P) under the second Mangasarian-Fromovitz CQ.

Theorem 4.1. Suppose that & is an optimal solution for problem (P), and the
second Mangasarian-Fromovitz CQ holds at &. Then, there exist Ay > 0, t €
T(z), where Ay # 0 for finitely many t € T(Z), such that

0€0°f(&)+ > MO fuld
teT (&)
Proof. Observe that
Q={zeX|F(z) <0},

and hence, Z is a solution of the following optlmlzatlon problem:

min f(z)
s.t. F(z) <O0.
Since the objective and the constraint functions of above problem are Lipschitz

near &, by the Fritz-John multiplier rule and (A), we find non-negative scalars
B0, 81 such that Sy + 81 = 1 and

0 € Bod°f(&) + BrO°F (&) C Bod° f(&) + ﬁlconv( U 5@ )
teT (&)
Therefore, there are a finite index set TCcT () and v, >0 for ¢t € T such that
ZteT v = 1 and
0 € Bod°f(#) + B Y w0° fi(&)

teT

If By = 0, then B; = 1 by Sy + f1 = 1. Thus the above inclusion and (Al)
imply v = 0 for all ¢ € T which is a contradiction. Hence, 8y # 0, and the
result is verified with taking \; := % for each t € T'. O

Before proving the next theorems, we give a lemma, which will be useful.

Lemma 4.2. Let & be an optimal solution of problem (P), and v* € (Dg(:i"))
Then one has f°(&;v*) >0
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Proof. We first claim that each © € Dq(Z) satisfying f°(&;0) > 0. On the
contrary, suppose there exists © € Dq(Z) such that f°(Z;9) < 0. Then

) f(@ 4+ ad) —
lim sup
al0 «

@) < poanay <o,
which implies that there exists ¢; > 0 such that:
f(@+ad)—f(&) <0 Vae(0,e).
By the definition of Dq(&), there exists e5 > 0 such that
T+ab e Vae(0e).
By the above two relations, for each a € (0,¢) with € := min{ey,e2}, we have
hr+atbeQ and  f(Z+ ad) < f().

But this contradicts the fact that & is an optimal solution of (P), and hence
our claim holds.

Now, let v* € (Dg(%)). Then, there exists a sequence {9;}7°; in Dq (&) converg-
ing to v*. Taking into consideration the continuity of f°(&;.), and f°(Z;0;) >0
for all I € N; it follows that f°(Z;v*) > 0, as required. O

Theorem 4.3. Suppose that & is an optimal solution of problem (P), and the
Zangwill CQ is satisfied at . Then the following inclusion holds:

0€d°f(z +cone( U ('9%‘}:%)

teT (&)

Proof. Let ¥ is an element of X satisfying <Ut€T(i) aoft(:fs),ﬁ> < 0. By the
Guignard CQ and Lemma 4.2 we conclude f°(&;90) > 0. Thus, we obtain

Fo(@:0) >0, mmm@e{ueX|<wm{ Ljawu@»v>§0}

teT(z)
in view of
{v eX| <cone( U 5‘<>ft(:%)),v> < 0} = {v eX| < U c’)°ft(§:),v> < 0}.
teT (@) teT(2)
The above result implies that v* := 0 is a global minimizer of the convex

function v — H(v) := f°(Z;v) + O(v), where O(.) denotes the indicator func-
tion of set {v € X | <cone(Ut€T(i) E)th(ﬁg)>7v> < 0}; ie, O(v) = 0 if

<W(UteT(@ 8°ft(i)),v> <0, and ©(v) = 400 otherwise.

Now, by necessary condition for convex optimization problems (see e.g.,
[9]), and by the sum rule formula (2.3) (which equality holds there for convex
functions), one has

0 € 0(f°(;.))(0) + 96(0),
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where Op denotes the subdifferential of convex function ¢ in the sense of
convex analysis. Finally, the virtue of (2.4), and the fact that 90(0) =

cone( User ) 3°ft(§:)> , conclude that

0€0°f(z +cone( U 0° fi (2 )

teT (&)
as required. O
Now, we can formulate our main result of this section.

Theorem 4.4. Suppose that & is an optimal solution of problem (P), and one
of the following conditions holds:

(1) Zangwill CQ at &, and closedness of cone(UteT 0° ft(JE))

)
(2) First Mangasarian-Fromovitz CQ at &.
(3) Second Mangasarian-Fromovitz CQ at &.
(4) Linear independence CQ at &.

Then, there exist Ay > 0, t € T(Z), where A\ # 0 for finitely many t € T(),
such that

0€0°f(&)+ > MNO°fuld

teT(2)
Proof. By Theorems 4.1 & 4.3, diagram (3.4), and the following fact for convex
sets Ay, v €T (see e.g., [9]):
cone( U A)) = { Z Tya~ | T'g is finite subset of ', ay € Ay, 7, > 0},
~el ~veTlo
the result is immediate. ]
Note that cone( User) 0° fe (:fc)) is assumed to be closed in part 1 of Theo-

rem 4.4. The following example shows that this assumption can not be waived,
even when X has finite dimension and f;s are convex.

EXAMPLE 4.5. For all t € T := N, take 4, := {(a1,a2) € R? | a + a3 — 2tas <
O}. Set f(x1,22) := —x1 and

fe(x1,20) :=  sup  (a1x1 + azx9).
(a1,a2)€A;

It is easy to see that Q := (—00,0] x (—00,0] and Z := (0,0) are respectively
the feasible solution set and the optimal solution of the following problem:

inf{f(ml,xg) | fi(z1,22) <0, tGT}.
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We observe that T(z) = T. Since f; is support function of A;, we obtain
0° fy(&) = Ay, and hence

cone( U ° fe (% ) = ([O, +00) X [0,+oo)) U {(0,0)},

teT (&)

{UGX| < U 9° fo(& > }:Q.

teT (2
By Kq(&) = Q and convexity of Q we conclude that the Zangwill CQ holds at

&. Note that cone(UteT(i) 8°ft(5£)) is not closed. It is easy to see that there
is no sequence of scalars satisfying Theorem 4.4. Moreover, it can show that

0€d°f(2) +cone( U 0° fi (2 )

teT ()
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