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Abstract. In the present paper, we introduce the class Bθ(α, β) consist-

ing of functions f , analytic in the unit disc ∆, normalized by the condition

f(0) = 0 = f ′(0)− 1 and satisfying the following two–sided inequality

α < Re

{
f ′(z) +

1 + eiθ

2
zf ′′(z)

}
< β (z ∈ ∆),

where θ ∈ (−π, π], 0 ≤ α < 1 and β > 1. Integral representation,

differential subordination results, coefficient estimates and Fekete–Szegö

coefficient functional associated with the k–th (k ≥ 1) root transform

[f(zk)]1/k for functions in the class Bθ(α, β), are determined.

Keywords: Univalent, Close–to–convex, Differential subordination, Coeffi-

cient estimates, Fekete-Szegö problem.
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1. Introduction

We denote by H the class of functions f which are holomorphic in the open

unit disc ∆ = {z ∈ C : |z| < 1}. Let A be the class of functions f ∈ H of the
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form

f(z) = z +

∞∑
n=2

anz
n = z + a2z

2 + a3z
3 + · · · , (1.1)

which are analytic in the open unit disk ∆ and normalized by the condition

f(0) = f ′(0) − 1 = 0. The most familiar subclass of A consists of univalent

functions f in ∆ and it is denoted by S. For a univalent function f of the form

(1.1), the k–th (k ≥ 1) root transform is defined by

F (z) = [f(zk)]1/k = z +

∞∑
n=1

bkn+1z
kn+1 (z ∈ ∆). (1.2)

Another well–known classes of analytic functions are

P = {p ∈ H : p(0) = 1, Re{p(z)} > 0 in ∆}

and

B = {w ∈ H : w(0) = 0, |w(z)| < 1 in ∆} .
Let f and g be two analytic functions in the class A. We say that f is subor-

dinate to g, written f(z) ≺ g(z) or f ≺ g, if there exists a function w ∈ B such

that f(z) = g(w(z)) for all z ∈ ∆. Furthermore, if the function g belongs to

the class S, then we have the following equivalence:

f(z) ≺ g(z)⇔ f(0) = g(0) and f(∆) ⊂ g(∆).

For a function f given by (1.1) and g ∈ A given by

g(z) = z +

∞∑
n=2

bnz
n (z ∈ ∆),

their Hadamard product (or convolution), denoted by f ∗ g, is defined by

(f ∗ g)(z) := z +

∞∑
n=2

anbnz
n =: (g ∗ f)(z) (z ∈ ∆).

Let S∗ and K be the families of the starlike and convex univalent functions in

the open unit disc ∆, respectively. A function f ∈ A is called close–to–convex,

if there exist g ∈ K and β ∈ R such that

Re

{
eiβ

f ′(z)

g′(z)

}
> 0, (z ∈ ∆).

The functions class which satisfy the last condition was introduced by Kaplan

in 1952 [5] and we denote it by CK. It is clear that if we let g(z) ≡ z in the

class CK, then CK becomes the Noshiro–Warschawski class

C := {f ∈ A : ∃β ∈ R : Re{eiβf ′(z)} > 0, z ∈ ∆}.

By the basic Noshiro–Warschawski lemma [13, 20], also [2, §2.6], we have C ⊂ S.

We recall that a function f ∈ A belongs to class R if it satisfies

Re {f ′(z) + zf ′′(z)} > 0 (z ∈ ∆).

 [
 D

O
I:

 1
0.

61
18

6/
ijm

si
.1

8.
2.

19
9 

] 
 [

 D
ow

nl
oa

de
d 

fr
om

 ij
m

si
.ir

 o
n 

20
26

-0
2-

19
 ]

 

                             2 / 12

http://dx.doi.org/10.61186/ijmsi.18.2.199
http://ijmsi.ir/article-1-1618-en.html


New Subclass of Close-to-convex Functions Associated ... 201

The class R was introduced by Chichra [3] and he showed that R ⊂ C. Also

this class R was investigated by Singh and Singh [19]. For 0 ≤ α < 1 we

consider the class Rα as follows

Rα = {f ∈ A : Re {f ′(z) + zf ′′(z)} > α, z ∈ ∆} ,

which was considered by Silverman [17]. In [18], Silverman and Silvia consid-

ered the following classes of functions:

Lθ :=

{
f ∈ A : Re

{
f ′(z) +

1 + eiθ

2
zf ′′(z)

}
> 0, z ∈ ∆

}
and

Lθ(b) :=

{
f ∈ A :

∣∣∣∣f ′(z) +
1 + eiθ

2
zf ′′(z)− b

∣∣∣∣ < b, z ∈ ∆

}
,

where −π < θ ≤ π and b > 1/2 . Clearly, if b → ∞, then Lθ(b) → Lθ. Very

recently Mahzoon and Kargar [12] generalized the class Lθ as follows

R(θ, α) :=

{
f ∈ A : Re

{
f ′(z) +

1 + eiθ

2
zf ′′(z)

}
> α, z ∈ ∆

}
,

where 0 ≤ α < 1. They showed that if f ∈ R(θ, α), then Re{f ′(z)} > α and

Re{f(z)/z} > α for all z ∈ ∆. Also, they showed that the class R(θ, α) is a

subclass of the class of close-to-convex functions.

In recent years, many researchers have introduced new subclass of analytic

functions connected with a vertical strip on the complex plane. For instance,

Kuroki and Owa [10] introduced the class S(α, β), (α < 1 < β), which consists

of all functions f ∈ A satisfying the following two–sided inequality

α < Re

{
zf ′(z)

f(z)

}
< β, z ∈ ∆.

In 2016, Kargar et al. [7] introduced the class V(α, β), 0 ≤ α < 1 < β, as

follows:

V(α, β) :=

{
f ∈ A : α < Re

{(
z

f(z)

)2

f ′(z)

}
< β, z ∈ ∆

}
.

In [8] they also introduced the class M(δ), π/2 ≤ δ < π, including of all

functions f ∈ A so that

1 +
δ − π
2 sin δ

< Re

{
zf ′(z)

f(z)

}
< 1 +

δ

2 sin δ
, (z ∈ ∆).

In this work, motivated by the above definitions, we introduce a new subclass

of analytic functions associated with the bounded positive real part. In fact,

our class is a certain subclass of the close-to-convex functions.
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202 H. Mahzoon, J. Sokó l

Definition 1.1. Let θ ∈ (−π, π], α ∈ [0, 1) and β ∈ (1,∞). We say that

a function f ∈ A belongs to the class Bθ(α, β), if it satisfies the following

two-sided inequality

α < Re

{
f ′(z) +

1 + eiθ

2
zf ′′(z)

}
< β, (z ∈ ∆). (1.3)

From among the some choices of θ and α and β which would provide the

following known subclasses:

(1) If we let β →∞, then Bθ(α, β) ≡ R(θ, α).

(2) If we let θ = 0 and β →∞, then Bθ(α, β) ≡ Rα.

(3) If we let α = 0 and β →∞, then Bθ(α, β) ≡ Lθ.
(4) If we let α = θ = 0 and β →∞, then Bθ(α, β) ≡ R.

(5) If we let α = 0, θ = π and β →∞, then Bθ(α, β) ≡ C.
In order to prove our results, we need the following lemmas.

Lemma 1.2. (Hallenbeck and Ruscheweyh [4]) Let h be a convex function

with h(0) = a and let γ ∈ C with Re{γ} ≥ 0. If the function p(z) given by

p(z) = a+ pnz
n + pn+1z

n+1 + · · · is analytic in ∆ and

p(z) +
1

γ
zp′(z) ≺ h(z) (z ∈ ∆), (1.4)

then

p(z) ≺ q(z) ≺ h(z) (z ∈ ∆), (1.5)

where

q(z) =
γ

nzγ/n

∫ z

0

h(ξ)ξγ/n−1dξ.

The function q in (1.5) is the best dominant for p, which satisfies (1.4), in the

sense that if p(z) ≺ q0(z), then q(z) ≺ q0(z).

Lemma 1.3. (Rogosinski [16]) Let q(z) =
∑∞
n=1 Cnz

n be analytic and univa-

lent in ∆ and maps ∆ onto a convex domain. If p(z) =
∑∞
n=1Anz

n is analytic

in ∆ and satisfies the following subordination

p(z) ≺ q(z) (z ∈ ∆),

then

|An| ≤ |C1| (n ≥ 1).

Lemma 1.4. (Keogh and Merkes [9]) Let the function g(z) given by

g(z) = 1 + c1z + c2z
2 + · · · ,

be in the class P. Then, for any complex number µ

|c2 − µc21| ≤ 2 max{1, |2µ− 1|}.

The result is sharp for the function g(z) given by

g(z) =
1 + z

1− z
or g(z) =

1 + z2

1− z2
.
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This paper is organized as follows. In Section 2 we derive an integral repre-

sentation and some differential subordination results for functions in the class

Bθ(α, β). In Section 3 coefficient estimates and Fekete-Szegö coefficient func-

tional associated with the k–th root transform [f(zk)]1/k for function f belong-

ing to the class Bθ(α, β) are investigated.

2. Integral representation and subordination results

We begin this section with the following lemma. Indeed, it gives a necessary

and sufficient condition for functions belonging to the class Bθ(α, β).

Lemma 2.1. Let f ∈ A, 0 ≤ α < 1, β > 1 and θ ∈ (−π, π]. Then f ∈ Bθ(α, β)

if and only if

f ′(z) +
1 + eiθ

2
zf ′′(z) ≺ Pα,β(z) (z ∈ ∆), (2.1)

where

Pα,β(z) := 1 +
β − α
π

i log

(
1− e2πi 1−α

β−α z

1− z

)
. (2.2)

Proof. At first, we recall that the function Pα,β(z) defined by (2.2) is convex

univalent in ∆ and maps ∆ onto the convex domain

Ωα,β = {w ∈ C : α < Re{w} < β},

conformally (see [10]). By (1.3), {f ′(z)+[(1+eiθ)/2]zf ′′(z)} lies in the vertical

strip Ωα,β and it is known that Pα,β(∆) = Ωα,β . Because Pα,β(z) is univalent

then by the subordination principle, we get (2.1). �

Remark 2.2. The function Pα,β(z) has the following form

Pα,β(z) = 1 +

∞∑
n=1

Bnz
n, (2.3)

where

Bn =
β − α
nπ

i
(

1− e2nπi 1−α
β−α

)
(n = 1, 2, . . .). (2.4)

Lemma 2.3. Let Pα,β be defined as (2.2). Then the function

λ(z) =

∫ 1

0

Pα,β(zt1/γ)dt (Re{γ} > 0, z ∈ ∆), (2.5)

is convex in ∆.

Proof. Define

ψγ(z) :=

∫ 1

0

1

1− zt1/γ
dt =

∞∑
n=0

γ

n+ γ
zn. (2.6)
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204 H. Mahzoon, J. Sokó l

The function ψγ(z) is convex in ∆ when Re{γ} > 0 (see [14]). From (2.6) we

obtain

Pα,β(z) ∗ ψγ(z) = Pα,β(z) ∗
∫ 1

0

1

1− zt1/γ
dt

=

∫ 1

0

Pα,β(zt1/γ)dt =: λ(z).

On the other hand, since Pα,β and ψγ are convex univalent functions, by

the Pòlya–Schoenberg conjecture (this conjecture states that the class of con-

vex univalent functions is preserved under the convolution) that is proved by

Ruscheweyh and Sheil–Small (see [15]), the function λ(z) is convex univalent

in the open unit disk ∆. This completes the proof. �

In the sequel, by the Lemma 2.1, we obtain an integral representation for

functions belonging to the class B(α, β).

Theorem 2.4. Let θ ∈ (−π, π], α ∈ [0, 1) and β ∈ (1,∞). Then f ∈ Bθ(α, β)

if, and only if

f(z) =

∫ z

0

γ

ηγ

(∫ η

0

ξγ−1Pα,β(w(ξ))dξ

)
dη (z ∈ ∆, γ = 2/(1 + eiθ)), (2.7)

where Pα,β(z) is defined by (2.2).

Proof. Let f ∈ Bθ(α, β). By definition of subordination and by the Lemma 2.1

there exists a function w ∈ B such that

f ′(z) +
1 + eiθ

2
zf ′′(z) = Pα,β(w(z)) (z ∈ ∆). (2.8)

From the following identity

f ′(z) +
1 + eiθ

2
zf ′′(z) =

1− eiθ

2
f ′(z) +

1 + eiθ

2
(zf ′(z))′ (z ∈ ∆),

we get that (2.8) is equivalent to(
1− eiθ

1 + eiθ

)
f ′(z) + (zf ′(z))′ =

2

1 + eiθ
Pα,β(w(z)) (z ∈ ∆). (2.9)

If we let

γ :=
2

1 + eiθ
(−π < θ < π), (2.10)

then the above relation (2.9) implies that

(γ − 1)zγ−1f ′(z) + zγ−1(zf ′(z))′ = γzγ−1Pα,β(w(z)).

Therefore, we find that[
zγ−1 (zf ′(z))

]′
= γzγ−1Pα,β(w(z)),

which readily yields

zγf ′(z) = γ

∫ z

0

ξγ−1Pα,β(w(ξ))dξ. (2.11)
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Integrating once more the equality (2.11), we get (2.7) and concluding the

proof. �

Let t ∈ [0, 1] and φ ∈ [0, 2π). By use of the Theorem 2.4, the function

f(z, φ, t) =

∫ z

0

γ

ηγ

(∫ η

0

ξγ−1Pα,β

(
eiφξ(ξ + t)

1 + ξt

)
dξ

)
dt (z ∈ ∆), (2.12)

belongs to the class Bθ(α, β).

Theorem 2.5. Let θ ∈ (−π, π], α ∈ [0, 1) and β ∈ (1,∞). If f ∈ Bθ(α, β),

then

f ′(z) ≺
∫ 1

0

Pα,β(zt1/γ)dt ≺ Pα,β(z) (z ∈ ∆, γ = 2/(1 + eiθ)), (2.13)

where Pα,β(z) is defined by (2.2). The function in (2.13) is the best dominant

for f ′.

Proof. Since f ∈ Bθ(α, β), from Lemma 2.1 it follows that (2.1) holds true. If

we take p(z) = f ′(z), then

p(z) +
1

γ
zp′(z) = f ′(z) +

1 + eiθ

2
zf ′′(z) ≺ Pα,β(z) (z ∈ ∆),

where γ is defined in (2.10). Therefore, applying the Lemma 1.2 and since Pα,β
is convex univalent function in the open unit disk ∆, we get the best dominant

p(z) ≺ γ

zγ

∫ z

0

ξγ−1Pα,β(ξ)dξ ≺ Pα,β(z) (z ∈ ∆). (2.14)

Now letting ξ = zt1/γ in the above integral (2.14) the differential chain (2.14)

implies that (2.13) holds true for all z ∈ ∆. �

The next theorem is the following.

Theorem 2.6. Let θ ∈ (−π, π], α ∈ [0, 1) and β ∈ (1,∞). If f ∈ Bθ(α, β),

then
f(z)

z
≺
∫ 1

0

∫ 1

0

Pα,β(zrt1/γ)drdt (z ∈ ∆), (2.15)

where Pα,β is defined by (2.2). The function in (2.15) is the best dominant for

f/z.

Proof. Let that p(z) = f(z)/z. Then by use of (2.13) and applying the Lemma

2.3, and with a simple calculation we have

p(z) + zp′(z) = f ′(z) ≺
∫ 1

0

Pα,β(zt1/γ)dt (z ∈ ∆).

If we apply Lemma 1.2 once more with γ = 1, we conclude that

p(z) ≺ 1

z

∫ 1

0

λ(ξ)dξ ≺ λ(z) (z ∈ ∆), (2.16)
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where λ is defined in (2.5). Now, it is sufficient to put ξ = rz in the integral

in (2.16). In this case, if we take into account (2.5), then the first differential

subordination in (2.16) implies that (2.15) holds true and concluding the proof.

Lemma 1.2 shows that The function in (2.15) is the best dominant for f/z. �

3. On coefficients

We begin this section by estimating the coefficients of members of the family

Bθ(α, β).

Theorem 3.1. Let θ ∈ (−π, π], α ∈ [0, 1) and β ∈ (1,∞). Also, let f be of

the form (1.1) and let it belong to the class Bθ(α, β). Then

|an| ≤
2
√

2(β − α)

nπ
√
n2 + 1 + (n2 − 1) cos θ

sin
π(1− α)

β − α
(n ≥ 2). (3.1)

Proof. Let f ∈ Bθ(α, β) be of the form (1.1). Then by Lemma (2.1), we have

f ′(z) +
1 + eiθ

2
zf ′′(z) ≺ Pα,β(z) (z ∈ ∆). (3.2)

If we replace the Taylor-Maclaurin series of f ′, zf ′′ and Pα,β in the above

subordination relation (3.2), then we have

1 +

∞∑
n=1

pnz
n ≺ 1 +

∞∑
n=1

Bnz
n.

From Lemma 1.3, the last differential subordination implies that

|pn| ≤ |B1| (n ≥ 1).

On the other hand, by equating the coefficients of zn on both sides of (3.2),

the following relation between the coefficients holds true

n

2

[
2 + (n− 1)(1 + eiθ)

]
an = pn−1. (3.3)

Thus, from (3.3), we obtain

|an| ≤
|B1|

n
2 [2 + (n− 1)(1 + eiθ)]

=

√
2|B1|

n
√
n2 + 1 + (n2 − 1) cos θ

,

where

|B1| =
2(β − α)

π
sin

π(1− α)

β − α
.

This completes the proof. �

With suitable choices of α, β and θ, we get the following interesting results.

If we let α = 1/2, β = 3/2 and θ = 0 in the Theorem 3.1, then we get.
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Corollary 3.2. If f ∈ A of the form (1.1) satisfying the following two–sided

inequality
1

2
< Re {f ′(z) + zf ′′(z)} < 3

2
(z ∈ ∆),

then

|an| ≤
2

πn2
(n ≥ 2).

If we let θ = 0 = α and β = 2 in the Theorem 3.1, then we get.

Corollary 3.3. If f ∈ A of the form (1.1) satisfying the following two–sided

inequality

0 < Re {f ′(z) + zf ′′(z)} < 2 (z ∈ ∆),

then

|an| ≤
4

πn2
(n ≥ 2).

Recently, many researchers (see e.g. [1], [6], [11]) have considered the Fekete-

Szegö functional associated with the k–th root transform for several subclasses

of analytic functions. In the next result, we consider this problem for functions

in the class Bθ(α, β). At first, for f given by (1.1), we have

(f(zk))1/k = z +
1

k
a2z

k+1 +

(
1

k
a3 −

1

2

k − 1

k2
a2

2

)
z2k+1 + · · · . (3.4)

Equating the coefficients of (1.2) and (3.4) yields

bk+1 =
1

k
a2 and b2k+1 =

1

k
a3 −

1

2

k − 1

k2
a2

2. (3.5)

Theorem 3.4. Let θ ∈ (−π, π], α ∈ [0, 1) and β ∈ (1,∞). Also let f ∈
Bθ(α, β) and F be the k–th root transform of f defined by (1.2). Then, for any

complex number µ, we have∣∣b2k+1 − µb2k+1

∣∣ ≤ 2(β − α)

3kπ
√

5 + 4 cos θ
sin

π(1− α)

β − α
(3.6)

×max

{
1,

∣∣∣∣1 + ζ

2
− (2µ+ k − 1)

3(2 + eiθ)(β − α)i

2kπ(3 + eiθ)2
(1− ζ)

∣∣∣∣} ,
where bk+1 and b2k+1 are defined in (3.5) and

ζ := exp

{
2πi(1− α)

β − α

}
. (3.7)

Proof. If f ∈ Bθ(α, β), then by Lemma 2.1 and definition of subordination

there exists a function w ∈ B such that

f ′(z) +
1 + eiθ

2
zf ′′(z) = Pα,β(w(z)). (3.8)

Define

p(z) =
1 + w(z)

1− w(z)
= 1 + p1z + p2z

2 + · · · . (3.9)
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Since w ∈ B, it follows that p ∈ P. From (3.9) and (2.3) we have

Pα,β(w(z)) = 1 +
1

2
B1p1z +

(
1

4
B2p

2
1 +

1

2
B1

(
p2 −

1

2
p2

1

))
z2 + · · · . (3.10)

Equating the coefficients of z and z2 on both sides of (3.8), we get(
3 + eiθ

)
a2 =

1

2
B1p1, (3.11)

and (
6 + 3eiθ

)
a3 =

(
1

4
B2p

2
1 +

1

2
B1

(
p2 −

1

2
p2

1

))
. (3.12)

Substituting (3.11) and (3.12) into (3.5), we obtain

bk+1 =
B1p1

2k (3 + eiθ)

and

b2k+1 =
1

k (6 + 3eiθ)

(
1

4
B2p

2
1 +

1

2
B1

(
p2 −

1

2
p2

1

))
− (k − 1)B2

1p
2
1

8k2 (3 + eiθ)
2 .

Therefore

b2k+1−µb2k+1 =
B1

6k (2 + eiθ)

[
p2 −

1

2

(
1− B2

B1
+ (2µ+ k − 1)

(
6 + 3eiθ

)
B1

2k (3 + eiθ)
2

)
p2

1

]
.

(3.13)

From (2.4), we have

B1 =
β − α
π

i
(

1− e2πi 1−α
β−α

)
, (3.14)

and

B2 =
β − α

2π
i
(

1− e4πi 1−α
β−α

)
. (3.15)

Putting (3.14) and (3.15) into (3.13) and letting

µ =
1

2

(
1− B2

B1
+ (2µ+ k − 1)

(
6 + 3eiθ

)
B1

2k (3 + eiθ)
2

)
,

the inequality (3.6) now follows as an application of Lemma 1.4. It is easy

to check that the result is sharp for the k–th root transforms of the functions

f(z, φ, 1) where f(z, φ, 0) is defined in (2.12). �

The problem of finding sharp upper bounds for the coefficient functional

|a3 − µa2
2| for different subclasses of the normalized analytic function class A

is known as the Fekete–Szegö problem. If we take k = 1 in Theorem 3.4, we

have.

Corollary 3.5. Let θ ∈ (−π, π], α ∈ [0, 1) and β ∈ (1,∞). If f ∈ Bθ(α, β),

then for any complex number µ we have∣∣a3 − µa2
2

∣∣ ≤ 2(β − α)

3π
√

5 + 4 cos θ
sin

π(1− α)

β − α
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×max

{
1,

∣∣∣∣1 + ζ

2
− µ3(2 + eiθ)(β − α)i

2π(3 + eiθ)2
(1− ζ)

∣∣∣∣} ,
where ζ is given by (3.7). The result is sharp.

Corollary 3.6. Let 0 ≤ α < 1 and β > 1. If f ∈ B(α, β), then for any complex

number µ we have ∣∣a3 − µa2
2

∣∣ ≤ 2(β − α)

9π
sin

π(1− α)

β − α

×max

{
1,

∣∣∣∣1 + ζ

2
− µ9(β − α)i

32π
(1− ζ)

∣∣∣∣} .
where ζ is given by (3.7). The result is sharp.

If we let α = 1/2 and β = 3/2 in the above Corollary 3.6, we get.

Corollary 3.7. If f ∈ A of the form (1.1) satisfying the following two–sided

inequality
1

2
< Re {f ′(z) + zf ′′(z)} < 3

2
(z ∈ ∆),

then

|a3 − µa2
2| ≤

2

9π
max

{
1,

9|µ|
8π

}
(µ ∈ C).

If we let α = 0 and β = 2 in Corollary 3.6, we get.

Corollary 3.8. If f ∈ A of the form (1.1) satisfying the following two–sided

inequality

0 < Re {f ′(z) + zf ′′(z)} < 2 (z ∈ ∆),

then

|a3 − µa2
2| ≤

4

9π
max

{
1,

9|µ|
4π

}
(µ ∈ C).
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6. R. Kargar, A. Ebadian, J. Sokó l, On Booth Lemniscate and Starlike Functions, Anal.

Math. Phys., 9, (2019), 143–154.
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