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Abstract. An \((n, r)\)-arc is a set of \(n\) points of a projective plane such that some \(r\), but no \(r + 1\) of them, are collinear. The maximum size of an \((n, r)\)-arc in \(\text{PG}(2, q)\) is denoted by \(m_r(2, q)\). In this paper we present a new \((184, 12)\)-arc in \(\text{PG}(2, 17)\), a new \((244, 14)\)-arc and a new \((267, 15)\)-arc in \(\text{PG}(2, 19)\).
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1. Introduction

Let \(GF(q)\) denote the Galois field of \(q\) elements and \(V(3, q)\) be the vector space of row vectors of length three with entries in \(GF(q)\). Let \(\text{PG}(2, q)\) be the corresponding projective plane. The points \((x_1, x_2, x_3)\) of \(\text{PG}(2, q)\) are the 1-dimensional subspaces of \(V(3, q)\). Subspaces of dimension two are called lines. The number of points and the number of lines in \(\text{PG}(2, q)\) is \(q^2 + q + 1\). There are \(q + 1\) points on every line and \(q + 1\) lines through every point.

For both an intrinsic understanding of the plane \(\text{PG}(2, q)\) and for applications, for example, in coding theory, it is essential to characterize certain subsets of the plane. Some of the essential subsets of the plane are arcs and blocking sets.
**Definition 1.1.** An \((n, r)\)-arc is a set of \(n\) points of a projective plane such that some \(r\), but no \(r+1\) of them, are collinear.

**Definition 1.2.** An \((l, t)\)-blocking set \(S\) in \(PG(2, q)\) is a set of \(l\) points such that every line of \(PG(2, q)\) intersects \(S\) in at least \(t\) points, and there is a line intersecting \(S\) in exactly \(t\) points.

An \((n, r)\)-arc is the complement of a \((q^2 + q + 1 - n, q + 1 - r)\)-blocking set in a projective plane and conversely.

**Definition 1.3.** Let \(M\) be a set of points in any plane. An \(i\)-secant is a line meeting \(M\) in exactly \(i\) points. Define \(\tau_i\) as the number of \(i\)-secants to a set \(M\).

In terms of \(\tau_i\) the definitions of an \((n, r)\)-arc and an \((l, t)\)-blocking set become the following: An \((n, r)\)-arc is a set of \(n\) points of a projective plane for which \(\tau_i \geq 0\) for \(i < r\), \(\tau_r > 0\) and \(\tau_i = 0\) when \(i > r\). An \((l, t)\)-blocking set is a set of \(l\) points of a projective plane for which \(\tau_i = 0\) for \(i < t\), \(\tau_t > 0\) and \(\tau_i \geq 0\) when \(i > t\).

For an introduction to projective geometries over finite fields and further information on the geometrical properties of arcs and blocking sets, we refer to [21].

In 1947 Bose [7] proved that

\[
m_2(2, q) = \begin{cases} q + 1 & \text{for } q \text{ odd} \\ q + 2 & \text{for } q \text{ even} \end{cases}
\]

From the results of Barlotti [5] and Ball [3] it follows that for \(q\) odd and

\[
r = (q + 1)/2, \quad r = (q + 3)/2
\]

\[
m_r(2, q) = (r - 1)q + 1.
\]

So, when \(q\) is prime, the exact values of \(m_r(2, q)\) are known only in three cases. For the rest of the cases the values of \(m_r(2, q)\) are bounded by lower and upper bounds. The lower bounds come from different constructions and the upper bounds come from the following two theorems, proved by Ball and Daskalov respectively.

**Theorem 1.4.** [3] Let \(K\) be an \((n, r)\)-arc in \(PG(2, q)\) where \(q\) is prime.

1. If \(r \leq (q + 1)/2\) then \(m_r(2, q) \leq (r - 1)q + 1\).

2. If \(r \geq (q + 3)/2\) then \(m_r(2, q) \leq (r - 1)q + r - (q + 1)/2\).
Table 1. Exact values of $m_r(2, q)$

<table>
<thead>
<tr>
<th>$r \backslash q$</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>7</th>
<th>8</th>
<th>9</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>4</td>
<td>6</td>
<td>8</td>
<td>10</td>
<td>10</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>9</td>
<td>11</td>
<td>15</td>
<td>15</td>
<td>17</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>16</td>
<td>22</td>
<td>28</td>
<td>28</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>29</td>
<td>33</td>
<td>37</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>36</td>
<td>42</td>
<td>48</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td></td>
<td>49</td>
<td>55</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>65</td>
<td></td>
</tr>
</tbody>
</table>

**Theorem 1.5.** [11] Let $K$ be an $(n, r)$-arc in $\text{PG}(2, q)$ with $r > (q + 3)/2$ and $q \leq 29$ is prime. Then

$$m_r(2, q) \leq (r - 1)q + r - (q + 3)/2.$$ 

A survey of $(n, r)$-arcs with the best known results was presented in [22]. After this publication many improvements were obtained in [10], [13] and [8]. Summarizing these improvements, Ball and Hirschfeld [4] presented a new table with bounds on $m_r(2, q)$ for $q \leq 19$. It follows from these tables that the exact values of $m_r(2, q)$ are known only for $q \leq 9$ (see Table 1). A survey of the new improvements in recent years can be found in the online table for $m_r(2, q)$, $q \leq 19$, maintained by S. Ball [1]. New results and tables with lower and upper bounds on $m_r(2, q)$ for $q = 23$, and $q = 25, 27$ are presented in [14] and [15] respectively.

2. ABOUT OUR APPROACH

To obtain good $(l, t)$-blocking sets we apply local search techniques. The neighborhood structure is simple one. Given a blocking set, then its neighborhood consists of all blocking sets that can be obtained from the given blocking set by adding new points or deleting some points. The choice of a starting solution is based on some heuristic observations. The cost function is chosen to favor as local optima blocking sets with a small number of $t$-secants. The computation times are in order of several minutes up to a few hours on a PC. Similar techniques are employed for construction of $(n, r)$-arcs.

Since 2004 many new record-breaking $(n, r)$-arcs and $(l, t)$-blocking sets in $\text{PG}(2, q)$, $(13 \leq q \leq 31)$ have been constructed, applying this non-exhaustive local computer search (see [10, 12-19]).

In this paper we present a new version of our method for blocking sets that contain some lines. In the new version of our approach the choice of a starting solution is not based on heuristic observations.
In this article we say that an $(n,r)$-arc is large, if $r > (q + 3)$, and an $(l,t)$-blocking set is small, if $t < (q - 1)/2$. Constructing record-breaking large $(n,r)$-arcs is a hard problem and computationally it makes more sense to construct their corresponding small $(l,t)$-blocking sets. We can divide $(l,t)$-blocking sets into two types those that contain at least one line, and those that do not contain any lines. The following two theorems hold for $(l,t)$-blocking sets in $PG(2,q)$, $q$-prime:

**Theorem 2.1.** [2] If an $(l,t)$-blocking set in $PG(2,q)$, $q$-prime, contains a $(q+1)$-secant, then $l \geq (t+1)q$

**Theorem 2.2.** [11] Let $B$ be an $(l,t)$-blocking set in $PG(2,q)$, $q < 31$, prime. If $t < (q - 1)/2$, then $l \geq (t + 1)q + t - (q - 3)/2$.

In Table 2 the parameters of the best known small $(l,t)$-blocking sets in finite projective planes of prime order at most 19 are presented. From these table we can see that 10 of the best known small $(l,t)$-blocking sets are $((t + 1)q,t)$-blocking sets and they cannot be improved by using lines in $PG(2,q)$. Seven of the remaining ones have worse parameters and only 3 examples with better parameters are known. These are a $(4q - 1,3)$-blocking set and a $(3q - 1,2)$-blocking set in $PG(2,13)$, and a $(3q - 1,2)$-blocking set in $PG(2,19)$(see [1] and [6] for the secant distributions).

Theorem 2 shows that for $2 \leq t < (q - 1)/2$ the cardinality of blocking sets satisfying Theorem 1 can be improved by $t - (q + 3)/2$, but in practice it has proved difficult to improve their cardinality even by one.

Our approach to construct good blocking sets of the first type is based on the following strategy:

1. We generate a large number (hundreds of thousands) of combinations of $(t + 1)$ lines in general position and for each combination we compute the secant distribution of the resulting blocking set.
2. We divide the generated blocking sets into as many groups as distinct secant
distributions.
3. We try to extend the blocking sets in each group to new record-breaking ones by adding and removing points of PG(2, q).
4. The process in 3 gets optimized by choosing at each step the blocking set that has the smallest number of shortest secants.

In the next example we will show how starting from blocking sets consisting of 9 lines in general position, we manage to improve the parameters of the best-known (141,7)-blocking set in PG(2,17), constructed in [8].
1. We generate a large number of combinations of 9 lines. Any combination of 9 lines in general position has 126 points.
2. For each combination we generate the respective (126, t)-blocking set.
3. Thus, we obtain 8 different groups of (126,5)-blocking sets, whose secant distributions are:

\[
\begin{align*}
\tau_5 &= 2, \tau_6 = 76, \tau_7 = 138, \tau_8 = 64, \tau_9 = 18, \tau_{18} = 9, \\
\tau_5 &= 2, \tau_6 = 71, \tau_7 = 135, \tau_8 = 67, \tau_9 = 17, \tau_{18} = 9, \\
\tau_5 &= 3, \tau_6 = 72, \tau_7 = 144, \tau_8 = 60, \tau_9 = 19, \tau_{18} = 9, \\
\tau_5 &= 3, \tau_6 = 73, \tau_7 = 141, \tau_8 = 63, \tau_9 = 18, \tau_{18} = 9, \\
\tau_5 &= 4, \tau_6 = 71, \tau_7 = 141, \tau_8 = 65, \tau_9 = 17, \tau_{18} = 9, \\
\tau_5 &= 4, \tau_6 = 72, \tau_7 = 138, \tau_8 = 68, \tau_9 = 16, \tau_{18} = 9, \\
\tau_5 &= 5, \tau_6 = 69, \tau_7 = 141, \tau_8 = 67, \tau_9 = 16, \tau_{18} = 9, \\
\tau_5 &= 7, \tau_6 = 61, \tau_7 = 153, \tau_8 = 59, \tau_9 = 18, \tau_{18} = 9.
\end{align*}
\]

4. We choose a representative blocking set with \(\tau_5 = 2\) and begin a process of extending it by adding points.
5. By adding 14 points to it, we obtain a (143,7)-blocking set \(B_1\).
6. From \(B_1\) we remove 7 points to get a (136, 7)-blocking set \(B_2\) with \(\tau_7 = 18\).
7. We add 6 new points to \(B_2\) to produce a (142, 7)-blocking set \(B_3\).
8. We then remove 5 points from \(B_3\) to obtain a (137,7)-blocking set \(B_4\) with \(\tau_7 = 13\).
9. After a few more rounds of adding and removing points we reach the best-known (141,7)-blocking set.
10. All our attempts to improve this result have so far failed.

It follows from [1] that \(m_{12}(2,17) \geq 183\), \(m_{14}(2,19) \geq 243\) and \(m_{15}(2,19) \geq 265\). In this paper we prove that \(m_{12}(2,17) \geq 184\), \(m_{14}(2,19) \geq 244\) and \(m_{15}(2,19) \geq 267\).

3. A NEW ARCS IN PG(2,17) AND PG(2,19)

**Theorem 3.1.** There exists a (184,12)-arc in PG(2,17).
Proof: The set of points lying on the next seven lines in common position
\[ l_1 : y + 9z = 0, \quad l_2 : x + y + 4z = 0, \quad l_3 : x + 2y + 14z = 0, \]
\[ l_4 : x + 7y = 0, \quad l_5 : x + 13y + z = 0, \quad l_6 : x + 15y + 5z = 0, \]
\[ l_7 : x + 16 = 0, \]
forms a \((105,4)\)-blocking set with secant distribution:
\[ \tau_4 = 3, \tau_5 = 96, \tau_6 = 135, \tau_7 = 66, \tau_{18} = 7. \]
By adding the next 18 additional points \((0,1,7), (1,0,7), (1,2,3), (1,3,6), (1,3,9), (1,4,12), (1,4,16), (1,5,6), (1,5,14), (1,6,12), (1,8,8), (1,10,4), (1,10,12), (1,13,15), (1,14,13), (1,15,1), (1,16,9), (1,16,15)\) we obtain a new \((123,6)\)-blocking set with secant distribution:
\[ \tau_6 = 131, \tau_7 = 89, \tau_8 = 56, \tau_9 = 18, \tau_{10} = 4, \tau_{12} = 1, \tau_{17} = 1, \tau_{18} = 7. \]
The complement of this blocking set is a new \((184,12)\)-arc in \(\text{PG}(2,17)\).

**Theorem 3.2.** There exist a \((244,14)\)-arc and a \((267,15)\)-arc in \(\text{PG}(2,19)\).

1. The set of points lying on the next seven lines in common position
\[ l_1 : y + 4z = 0, \quad l_2 : x + 3y + 8z = 0, \quad l_3 : x + 4y + 4z = 0, \]
\[ l_4 : x + 6y + 17z = 0, \quad l_5 : x + 7y + 18z = 0, \quad l_6 : x + 13y + 16z = 0, \]
\[ l_7 : x + 15y + 14z = 0, \]
forms a \((119,4)\)-blocking set with secant distribution:
\[ \tau_4 = 1, \tau_5 = 102, \tau_6 = 171, \tau_7 = 100, \tau_{20} = 7. \]
By adding the next 18 points \((0,1,10), (1,2,13), (1,4,11), (1,6,1), (1,7,11), (1,8,3), (1,9,14), (1,12,9), (1,18,18)\) we obtain a new \((137,6)\)-blocking set with secant distribution:
\[ \tau_6 = 157, \tau_7 = 115, \tau_8 = 82, \tau_9 = 14, \tau_{10} = 3, \tau_{11} = 2, \tau_{19} = 1, \tau_{20} = 7. \]
The complement of this blocking set is a new \((244,14)\)-arc in \(\text{PG}(2,19)\).

2. The set of points lying on the six lines in common position
\[ l_1 : x + 5z = 0, \quad l_2 : x + 3y + 8z = 0, \quad l_3 : x + 7y + 2z = 0, \]
\[ l_4 : x + 9y + 6z = 0, \quad l_5 : x + 14y + 5z = 0, \quad l_6 : x + 16y + 3z = 0, \]
forms a \((105,3)\)-blocking set with secant distribution:
\[ \tau_3 = 3, \tau_4 = 35, \tau_5 = 189, \tau_6 = 147, \tau_{20} = 6. \]
By adding the next 9 points \((0,1,10), (1,2,13), (1,4,11), (1,6,1), (1,7,11), (1,8,3), (1,9,14), (1,12,9), (1,18,18)\) we obtain a new \((114,5)\)-blocking set with secant distribution:
\[ \tau_5 = 183, \tau_6 = 119, \tau_7 = 60, \tau_8 = 9, \tau_9 = 3, \tau_{12} = 1, \tau_{20} = 6. \]
New Large \((n, r)\)-arcs in \(PG(2, q)\)

<table>
<thead>
<tr>
<th>(q = 11)</th>
<th>(q = 13)</th>
<th>(q = 17)</th>
<th>(q = 19)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(t)</td>
<td>(l)</td>
<td>(l)</td>
<td>(l)</td>
</tr>
<tr>
<td>8</td>
<td>(9q + 6)</td>
<td>8q + 5</td>
<td>8q + 4</td>
</tr>
<tr>
<td>7</td>
<td>7q + 4</td>
<td>7q + 4</td>
<td>6q</td>
</tr>
<tr>
<td>6</td>
<td>6q</td>
<td>5q + 1</td>
<td>5q</td>
</tr>
<tr>
<td>5</td>
<td>5q</td>
<td>4q + 1</td>
<td>4q</td>
</tr>
<tr>
<td>4</td>
<td>3q</td>
<td>3q - 1</td>
<td>3q - 1</td>
</tr>
</tbody>
</table>

Table 3. The new best known small \((l, t)\)-blocking sets in \(PG(2, q)\)

The complement of this blocking set is a new \((267, 15)\)-arc in \(PG(2, 19)\).

**Remark:** The new \((114, 5)\)-blocking set is a \((6q, 5)\)-blocking set and according to Theorem 2.1 this is a very good result.

In Table 3 the new best known small \((l, t)\)-blocking sets in \(PG(2, q)\) are given.

4. FROM ARCS TO CODES

Let \(GF(q)\) denote the Galois field of \(q\) elements, and let \(V(n, q)\) denote the vector space of all ordered \(n\)-tuples over \(GF(q)\). The number of nonzero positions in a vector \(x \in V(n, q)\) is called the **Hamming weight** \(wt(x)\) of \(x\).

The **Hamming distance** \(d(x, y)\) between two vectors \(x, y \in V(n, q)\) is defined by \(d(x, y) = wt(x - y)\).

A linear code \(C\) of length \(n\) and dimension \(k\) over \(GF(q)\) is a \(k\)-dimensional subspace of \(V(n, q)\).

The **minimum distance** of a linear code \(C\) is

\[
d(C) = \min \{d(x, y) | x, y \in C, x \neq y\}.
\]

Such a code is called an \([n, k, d]_q\) code if its minimum Hamming distance is \(d\). For a linear code, the minimum distance is equal to the smallest of the weights of the nonzero codewords.

A central problem in coding theory is that of optimizing one of the parameters \(n, k, d\) for given values of the other two and \(q\)-fixed. The basic two versions are:

1. Find \(d_q(n, k)\), the largest value of \(d\) for which there exists an \([n, k, d]_q\) code.
2. Find \( n_q(k,d) \), the smallest value of \( n \) for which there exists an \([n,k,d]_q\) code.

A code which achieves one of these two values is called optimal.

The well-known lower bound for \( n_q(k,d) \) is the Griesmer bound \([9], [24]\):

\[
n_q(k,d) \geq g_q(k,d) = \sum_{j=0}^{k-1} \left\lceil \frac{d}{q^j} \right\rceil
\]

(\( \left\lceil x \right\rceil \) denotes the smallest integer \( \geq x \)).

An \([n,k,d]_q\) code is a Griesmer code if \( n = g_q(k,d) \). Note that \( n_q(k,d) = g_q(k,d) \) for all \( d \) when \( k = 1 \) or 2 \([20]\). The problem of finding \( n_q(k,d) \) for all \( d \) has been solved only in the next cases (see \([23]\)): \( k \leq 8 \) for codes over GF(2), \( k \leq 5 \) for codes over GF(3), \( k \leq 4 \) for codes over GF(4), \( k = 3 \) for codes over GF(q), \( 5 \leq q \leq 9 \). Thus, in the case of three-dimensional codes the problem remains open when \( q \geq 11 \).

It is well known that there exists a projective \([n,3,d]_q\) code if and only if there exists an \((n,n-d)\)-arc in PG(2, q) \([20]\). So the next corollary holds.

**Corollary 4.1.** There exist \([184,3,172]_{17}\), \([244,3,230]_{19}\), and \([267,3,252]_{19}\) Griesmer codes.
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